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The cluster analysis of diurnal precipitation patterns is performed by using daily precipitation of 59 stations in
South Korea from 1973 to 1996 in four seasons of each year. Four seasons are shifted forward by 15 days
compared to the general ones. Number of clusters are 15 in winter, 16 in spring and autumn, and 26 in summ-
er, respectively. One of the classes is the totally dry day in each season, indicating that precipitation is never
observed at any station. This is treated separately in this study. Distribution of the days among the clusters is
rather uneven with rather low area-mean precipitation occurring most frequently. These 4 (seasons) x 2 (wet and
dry days) classes represent more than the half (59 %) of all days of the year. On the other hand, even the
smallest seasonal clusters show at least 5~9 members in the 24 years (1973-1996) period of classification. The
cluster analysis is directly performed for the major 5~8 non-correlated coefficients of the diurnal precipitation
patterns obtained by factor analysis in order to consider the spatial correlation. More specifically, hierarchical
clustering based on Euclidean distance and Ward's method of agglomeration is applied. The relative variance ex-
plained by the clustering is as high as average (63%) with better capability in spring (66%) and winter (69 %),
but lower than average in autumn (60%) and summer (59%). Through applying weighted relative variances, i.e.
dividing the squared deviations by the cluster averages, we obtain even better values, i.e. 78 % in average, com-
pared to the same index without clustering. This means that the highest variance remains in the clusters with
more precipitation. Besides all statistics necessary for the validation of the final classification, 4 cluster centers
are mapped for each season to illustrate the range of typical extremities, paired according to their area mean
precipitation or negative pattern correlation. Possible alternatives of the performed classification and reasons for
their rejection are also discussed with inclusion of a wide spectrum of recommended applications.
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1. INTRODUCTION innovation in data assimilation, numerical model de-
As the development of observation, transmission ~ velopment, subgrid-scale parameterization, etc.
and archiving technologies, amount of available digital As every statistical operation requires a minimum
information increases rapidly. For the dynamical meth-  size of homogeneous samples, moreover, the more
ods and numerical weather models, governed by  complex the method, the larger the required minimum,
well-settled equations of physics, this "exponmential”  this contradiction is a limiting factor to achieve as
(i.e., self-enhancing, always faster than before, al-  fast accumulation of new statistical results, as fast the
though no exact time-dependence is known by the au-  available data. More specifically, the problem is that
thors) development can be used in a fairly straightfor-  the exponential increase of information in space and

ward way. Of course, this development requires much  2lso of potentially available data on relevant environ-
mental indicators express strong pressure on the size
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One can help to resolve this contradiction by
searching for most informative components of the rel-
evant information expressing them in the less possible
abstract dimensions of independent coefficients or
qualitatively different classes of events. This oper-
ation, however, may cause some loss of information
and it requires additional professional expertise gov-
emed by current paradigms of atmospheric or related
environmental sciences to decide where to terminate
this signal/noise delimitation.

The present paper recommends a classification of
daily precipitation patterns represented by 59 stations
of South Korea. The final 14-24 classes transforming
the 59 continuous variables into one discrete number
are defined by cluster analysis after a preliminary fac-
tor analysis. Precipitation has been selected to demon-
strate the following methodology as this variable is
mainly related to meso-scale atmospheric phenomena
and influenced by physical processes of even smaller
scales, including microphysics of cloud droplets and
crystals. Hence, deterministic computation of this at-
mospheric variable is rather limited compared to the
requirements of medium-range weather forecasts of es-
pecially, climate change scenarios. On the other hand,
this important atmospheric variable inter-relates with
many environmental factors and has large impact on
several sectors of economy. For these two reasons,
precipitation is used in statistical research and applica-
tions quite frequently.

Of course, neither the factor nor the cluster analy-
sis is new tool even in precipitation climatology of
South Korea. Several studies have already been per-
formed'™. Our study differs from those in its scope,
namely the above studies are aimed at objective clas-
sification of the stations (sub-regions), whereas this
study is focused on determinating of different types of
daily precipitation pattern. In other words, this study
classifies the days of the available archive.

The paper is arranged as follows: Section 2 de-
scribes the data set used for the classification. Section
3 briefly specifies the selected alternatives of cluster
analysis performed on the major non-correlated co-
efficients of the daily precipitation patterns obtained
by factor analysis. Section 4 comprehends the results,
sequenced for the obtained factor loadings, possible

termination alternatives of the performed hierarchical
clustering and detailed specification of the final classi-
fication, together with its quantitative validation. The
results are discussed in Section 5 with recommended
applications of the performed classification.

2. DATA

Daily precipitation data observed at 59 stations of
South Korea are used, including Jeju Island. The
Ullung Island as a single station is omitted in consid-
ering the results of factor analysis.

The precipitation classification is performed for 24
years between 1973 and 1996. This period (8,760
days, as the 6 leap-days were excluded) is separated
into shorter sub-samples to reduce the inhomogeneity
caused by the annual cycle of precipitation (Fig. 1).
More specifically, area averages of the 59 stations are
considered including all days, i.e. 24 values on each
calendar day and also on the wet days, ie. on days
when the observed precipitation is at least 0.1 mm at
the given station. Besides the averages, we also calcu-
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Fig. 1. Annual cycle of precipitation in 1973-1996: (a)
averages for all days (thin solid line} and wet (>0.1
mm) days(thick solid line), (b) standard deviation
on wet days of a station (59 stations, Ullung Island
is already excluded). The defined seasons start on
Julian day 349 (December 16) in winter, Julian day
75 (March 16) in spring, Julian day 167 (June 16)
in summer, and Julian day 258 (September 16) in
autuma.
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lated the area mean value of point-wise standard devi-
ation on the wet days.

Although three curves exhibit strong inter-diurnal
variability, there is a well distinguished period in the
middle of the year when all the curves are in
maximum. This is the well-known summer period,
connected with bi-directional march of the monsoon
("Changma") front over the Korean Peninsula and
with the smaller scale convective activity including
the episodic typhoons. This 3-monthly period is se-
lected to be one season, whereas its winter opposite,
exhibiting the minimum average and standard devia-
tion, can also be clearly delimited. So, we selected
four 3-monthly periods, but one should note that, ac-
cording to Fig 1., each season starts by 15 days later
than the general ones. In the followings, the seasons,
called winter, spring, summer and autumn will always
mean the sequence of the year between December 16
~March 15, March 16~June 15, June 16~
September 15 and September 16~December 15.

Figure 1(b) shows temporal variation of the stand-
ard deviation at the 59 stations. The square of this
field is the reference (100 %) being used for evalua-
tion of the classification. Next step of classification is
to separate those days of the 24 years data set, when
there was no measurable precipitation at any of the
59 stations. These days are set into a separate class, a
priori, since many related atmospheric and environ-
mental fields may behave specifically in such days.
This selection should be performed separately since
the methodology itself, does not make this separation
because the universally 0.0 mm precipitation pattern is
just little different from the days in largest cluster ex-
hibiting low amount of precipitation.

The rest of the analyses is mainly related to this
72 % of the days with measurable precipitation in
one station at least. Since the prdportion of stations
and days with <0.1 mm is 71 %, majority of the sta-
tions and days (59%) is characterized by 0.0 mm
even in this part of the sample.

3. METHODS

Classification of diurnal precipitation patterns is
performed by cluster analysis applied not for the
point-wise observations, but for the series of rotated
loadings, computed by factor analysis. The aim of this
step is not dimensional reduction, but consideration of

spatial correlation of precipitation among the in-
dividual stations to make difference. Without that, the
cluster analysis would take a difference in two neigh-
boring stations with the same weight into consid-
eration, as case of in two far-situated onmes.

3.1. Factor analysis

Factor analysis is generally used for reduction of
data sets, represented in a large number of stations or
grid points, still keeping the essence of their common
variability, by resolving the initial variables into much
fewer common factors. The monograph by von Storch
and Zwiers " gives a comprehensive theoretical overview.
Factor analysis can also be used for immediate pattern
classification”, but this requires larger number of spa-
tially distributed data (stations or grid-points) than
cases (days) to be classified.

Each original variable, P;, 1=1, 2, ..., n, can be ex-
Py = a;F, +a,F, +aFy + .. +a, F,
{m <n), where F;, =1, 2, ...

pressed  as
.., m, common for
each 1, are the factors and ;5 the loadings (scores).

First, it is necessary to specify whether the factor
analysis is performed on a correlation matrix or a co-
variance matrix. We selected the covariance matrix to
avoid the non-natural transformation related to stand-
ard deviation of precipitation at each station. In our
view, this is also an immanent feature of the spatial
pattern which 1is meaningful to keep before the
analysis. This selection also determined that we per-
form a principal components analysis, as a specific re-
alization of factor analysis.

An important question is the number of the factors
(m) to retain. On this matter, many criteria have been
proposed. It is noted that Jolliffe” states "...different
objectives for an analysis may lead to different rules
being appropriate”. In this study, the Rule 1 or
Guttman criterion is used, which determines to keep
the factors with eigen-values be more than [ and ne-
glect the ones that do not account for at least the
variance of one standardized variable.

Another vital stage is whether, or not, we should
rotate the axes (factors). This process achieves dis-
crimination among the loadings, making the rotated
axes easier to interpret. In this analysis the
Orthogonal Varimax Rotation is applied, which
keeps the factors non-correlated. After rotation, the
original  precipitation P, at station, i, is
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Py =a},Fr, +aj,Fry+aFry+ .., 2, Fr,(m<n),
where the a;, a’,, ..., a}, rotated loadings are later
used for classification. The loadings are specified by
the regression method to ensure the best fit of the in-
itial data at each station.

An important feature of the non-rotated a;; load-

ings is that they rtepresent a decreasing order of var-
iance as j increases. This variance is equal to the ei-
gen-values of the analyzed covariance matrix.
Moreover, the factors is the most effective set of or-
thogonal functions in the sense, that they "explain"
the highest portion of variance retaining any fixed
number of m. After rotation we loose this optimum
feature and the variance is distributed more evenly
among the retained loadings. Nevertheless, increasing
sequence of loadings mean decreasing importance in
explaining the variance, which is a key feature, used
in cluster analysis with special emphasis. Application
of rotation is not compulsory, but in our case it is al-
so explained by the strongly skewed distribution of
the Ioad'ings of first (non-rotated) factors.

Factor analysis was already used for annual precip-
itation of Korea by Moon ¥ to classify the territory
of the country. Similar interpretation is briefly ex-
posed for the unified annual sample. The point of this
application is the mapping of the maximum a’; load-
ing at the station, i, which selects that Fr; rotated

factor for which the loading is >0.7. (According to
the general experience, this threshold designates max-
imum one region to belong to.)

Another interpretation of the factor analysis is re-
lated to the communalities, ie. that part of the initial
variance which can be "explained" by linear combina-
tion of the retained factors and the loadings. If this
mean square difference between the original and the
estimated values is low for a given station, than this
station exhibits large individual variations not corre-
lated to those at the other stations.

3.2. Cluster analysis

Cluster analysis produces hierarchical clusters of
cases based on distance measures of dissimilarity or
similarity'”. This method is employed to classify the
diurnal precipitation patterns, represented by series of
-rotated factor loadings. The latter ones exhibit larger
variance at the lower serial number of factors, propor-
tionally to the explained variance, i.e. stronger differ-

ence generally occurs in most important components.
Besides the 5~8 factors, explaining 81~89 % of the
total variance, the analysis is also performed for that
number of loadings, which commonly explain 95 %
of the initial variance.

Since we do not know how many clusters to de-
fine, hierarchical joining is applied. This requires pre-
liminary definition of distance measures for any pair
of cases and specification of the algorithm, which un-
equivocally selects the two clusters (or single cases)
to be unified at a given stage of amalgamation. The
latter is based on a distance index to be minimized,
which characterizes common dissimilarity.

We use Euclidean distance measure, i.e. the square
root of the sum of the squared differences between
the components of each “case. Unification of the clus-
ters follows the Ward’s method'”, which minimizes
the sum of all within-cluster variances.

The most difficult step of cluster analysis is the
decision about the number of clusters to retain and
interpret as the final solution. This decision should
consider the retained number of classes and the effi-
ciency of the classification. Both conditions can be
considered by analyzing the agglomeration schedule,
which shows the order and distances at which cases
and clusters are combined into a new cluster.

If the function of distance on the number of cases
exhibit sudden changes (breaks), then the clustering
can be naturally terminated before such an increasing
jump. One should note however, that this distance is
related to the smoothed factorial representation of pre-
cipitation field, not to the total variance of the origi-
nal patterns, Hence, a more established solution
should be based on computation of the quality of rep-
resentation for the original fields. The explained var-
iance of the clustering, EV (k), depending on the
number of clusters, k, is a key characteristic for this,
defined as
59

1 ,
Ko 1§E (Pys —< Py, >)*

EV(k)= ; ":'Ni__l

M_z

i

where < Py, > is the cluster-mean precipitation at
station, s, derived from all P, values of the N; days,
that belong to the i-th cluster. For better interpretation,
this explained variance is compared to the k=1 ver-
sion, EV (1), and the RV (k) = EV (k)/EV (1) rela-
tive variance is expressed in %. The lower this ratio,
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the more effective the clustering.

Since in our case both quality indices behaved
rather smoothly, not allowing an optimum selection
by this criterion, another point of view, i.e. the mini-
mum number of cases in the smallest cluster, was al-
so considered. So the selection of the final clustering
is performed in three steps:

1) Candidates for termination were selected accord-
ing to the N, size of the smallest cluster, i.e.
Npin > 1, Nyiw=5 , Niw=1% and the last stage be-
fore N,;n=5%.

2) The RV (k) relative variances were determined
for the candidates. The second one was selected, as it
was just slightly worse than the first one and they
represented the a priori expectations about the season-
al differences: i.e. the most clusters
summer and no big differences took place among the
three other seasons.

3) This selection was finally corrected by decreas-
ing the number of clusters by one in spring and
summer, which gave further slight improvement in the
explained variance.

The final clustering was also characterized by a
modified formula, taking the differences of the clus-
ter-mean precipitation into consideration by inversely
weighting the squared deviations, as

occurred in

59
(Pys —< Py >)/ <Py >
=1

N =1

L
58

1M =

Ll

s

k
WV (k)= Z} 1=

This weighted variance is also standardized by the
WV (1), no-clustering reference value. The idea of

this alternative index is to consider if the variance is
dominant in the high or low-precipitation clusters. Of
course this parameter can not be applied for the dry
(no precipitation) cluster.

4. RESULTS

4.1. Factor scores for further analysis

The loadings resulted by factor analysis, are just
input variables for the pattern classification. The fac-
tors and the seasonal loadings are analyzed in a sepa-
rate study (Mika et al, 2001). Here we focus on four
aspects of these computations, evaluating:

- How detailed is the representation of the original

patterns by the applied 5~ & loadings?

- Can factor analysis or rotation change the strong-

ly skewed distribution of precipitation?

- How can we interpret the geometry of the rotated

loadings, applied for regionalization?

- How can factor analysis be used to decide about

inclusion of Jeju and Ullung Islands?

The retained factors and the explained variances are
shown in Table 1 to illustrate the answer to the first
question. The retained 5 in winter, 6 in spring and
autumn or § in summer factors explain the 81~89 %
of variance. To explain 95 % of that, we would need
much more, 14~30 factors to retain. These seasonal
differences correspond to the conditional means, also
indicated in the Table. Considering the wet days only,
the area mean precipitation is almost six times larger
in summer (8.56 mm/day) than in winter (1. 52
mm/day).

Table 1. Retained original and rotated % eigenvalues of seasonal factor analysis

Factor Season Winter Spring Summer Autumn
Sample Size 1,508 days 1,402 days 1,952 days 1,406 days
Area Mean 1.52mm 4.74mm 3.56mm 2.51mm

Explained Variance Oriogoinal Ro‘t)/a(l)ted Oriéoinal Rog/:ited Orioiina] Roltjzted Oriéoinal Rog/aoted
First Factor 64 41 67 29 39 15 59 25
Second Factor 12 22 9 22 17 15 10 20
Third Factor 5 12 5 19 7 14 7 16
Fourth Factor 4 4 9 6 14 5 12
Fifth Factor 2 2 5 5 11 3 11
Sixth Factor 2 4 3 4 2 2
Seventh Factor 2 6
Eighth Factor 2 2
> Indicated 87.5 89.0 81.0 86.4
95% Expl. 14 15 30 17
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Statistical distribution of the area average is rather
close to the exponential one, as indicated in Fig. 2a
without seasonal separation. Overwhelming majority of
the wet days represent low precipitation with a steep
and monotonous decrease of frequency at higher
amounts. Not surprisingly, distribution of the first
non-rotated factor loadings (Fig. 2b) is rather similar,
indicating that this major component, representing 39
~64 % of the original variance in the different sea-
sons, are strongly related to the area mean precipitation.
Rotation of the factors (Fig. 2c) can not change the
situation too much either. The only difference is that
here the kurtosis of the distribution is much larger
than that of the normal distribution. The point of the
matter, i.e. the strong dominance of the low precip-
itation averages, remains valid for the rotated compo-
nents, too. On the other hand, the rotation yields
more symmetric distribution of loadings and more
even distribution of the variance among the chief re-
tained factors, what increases the freedom of clustering.

Seasonal totated scores are input variables of the
cluster analyses, also representing variously distribut-
ing fields'”. Here we present another illustration,
based on rotated loadings of the all-year factor analy-

5000

sis of the wet days (6,268 days in the sample). These
factors can also be interpreted as sub-regions in which
precipitation variations are similar to each other and,
at the same time, relatively different from those in the
other regions. Fig. 3a indicates the results of this
analysis for data of the whole year in 60 stations in-
cluding Ullung Island. This non-seasonal analysis sep-
arates 7 regions with reasonable spatial distribution.
The regions are determined by the maxima of the
seven rotated loadings at the given station. The ma-
jority of stations exhibits nearly 0.7 loading and can
be related to one of the seven regions, even if they
do not fall into the core of the regions, delimited by
the 0.8 loading isolines.

Answer to the fourth question is found in the ex-
plained communality, which orders a number to every
stations reflecting the proportion of variance statisti-
cally explained by linear combination of the retained
factors and loadings. If the communality is not close
to 1, we establish high proportion of individual
variance. For this reason, Ullung Island will be ex-
cluded from the country-wide classification of the pat-
terns (Fig. 3b), since only 38 % of its variance is re-
lated to the common information represented by the
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Fig. 2. Distribution histograms of (a) area-mean diurnal precipitation at the 59 stations in 1973-1996 in South Korea, (b} the
first diurnal non-rotated factor loadings and (c) the rotated factor loadings. Days being dry at all stations are

excluded. Normal distribution is graphically fitted.
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Fig. 3. Distributions of (a) seven regions of precipitation from diurnal factor analysis with no separated seasons, (b) commu-
nality represented by the retained factors. Dry days are included.

factors. Jeju Island is worth keeping since the com-
munality is equal or higher here than in the internal
part of the peninsula, which might be due to the
three stations located on that island.

4.2. Alternative results of cluster analysis

As already mentioned in Section 3.2, function of
the between-cluster distance on the decreasing number
of clusters does not yield any break, but it represents
a smoothly increasing dissimilarity. Figure 4 indicates
the behavior of the distances for the last 30 steps in
autummn, [n its upper module, "Rule 1" indicates the 6
rotated loadings and "95 %" reflects the case of 17
loadings, as bases of the clustering (compare with
Table 1). Naturally, the more detailed representation
of the diurnal patterns is somewhat more difficult to
compress into a fixed number of classes, which is
valid also in case of the overall distance (one joint
class, i.e. no clustering), too.

In case of the relative classification (pattern correla-
tion, Furthest Neighbors, see lower panel of Fig. 4),
however, there are some brakes in the index, which
allow to select a natural termination of clustering.
This implies that most likely the continuum of the
area-mean precipitation is the main reason of the
smooth behavior in the Euclidean distance-based way
of clustering.

According to the methodology, described in Section

WARD EUCLIDEAN

——Rule1
—— 5%

SEHEEEES

AUTUMN

02§

Fig. 4. Curves to support clustering termination: a) Ward
method, Euclidean distance smooth increase of the
distance index, based on the five factors (according
to Rule 1) and 17 factors (explaining 95 % of var-
iance). b) relative classification (pattern correlation
and method of Furthest Neighbors) with some
breaks in the distance index (i.e. lowest correla-
tion).
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3.2, number of clusters and the relative variances of
the four candidates and the final selection are compre-
hended in Table 2. Note that they are related to the
wet clusters and cases, without inclusion of the dry
days (i.e. cases and clusters characterized by no meas-
urable precipitation at any of the 59 stations). Figures
of the Table can be interpreted, as follows:

1) Number of clusters when not any single, non-
clustered case remains is rather large and it were dif-
ficult to interpret why we had more clusters in spring
(29) than in summer (25), also, much more in the
transition seasons than in winter. Hence, this candi-
date should be rejected.

2) Number and seasonal distribution of the N,,;,>5
candidate is fairly reasomable and the relative var-
jances are also convincing. Hence, this candidate is
worth considering, although the number of clusters is
still high.

3) The N,,,,=1% candidate for clustering is already
characterized by convenient numbers of clusters, but
the relative variances are not attractive. Especially the
summer and autumn values are oo big, larger than
50 %.

4) As concerns the last stage before N, =5 %,
its number of wet clusters is very practical (3-6 clus-
ters), but the unexplained variance is even higher than
in the previous case. Hence, although there might be
applications, especially, if related to short samples,
when the low number of classes are more important
than the reduction of variance, it is difficult to recom-
mend a classification for general use, that leaves high-
er portion of variance unresolved, than explained.

So, there is only one reasonable candidate, the
N.in=5 one, which can be further polished to some
extent. It is performed by a systematic search for
lower numbers of clusters, where the explained var-
iance is equal or higher. One should note, again, that

it is not principally excluded, since the monotonous
increase of the distance function parallel to decreasing
number of clusters is strictly related only to the re-
duced number of loadings, not to the oniginal patterns.
But, as expected, we found only two possibilities to
improve the pre-selected candidates, since the loadings
provided fair representation of the patterns. In both
cases the number of clusters decreased by one and
the efficiency could even be improved by one
percent.

4.3, The final classification

The final classification exhibits 14+1; 15+1; 24+1
and 15+1 clusters, in the above-defined winter, spring,
summer and autumn periods, respectively. (Thetl
cluster indicates the totally dry days with no meas-
urable precipitation at any station.) The cases (days)
are distributed very unevenly among the classes, as
demonstrated in Figure 5. Having the clusters sorted
according to their area-mean precipitation in an in-
creasing order, the frequency of clusters exhibits near-
ly the opposite distribution. The most frequent wet
clusters are characterized by very low amounts of
area-mean precipitation in each season. Together with
the dry days, the two clusters represent 68, 60, 41
and 66 % of all cases of the seasons starting from
winter to autumn, in the above given sequence. In an-
other comparison, the dry days represent 28.4 % of
the 24 years, whereas the largest wet clusters cover
30.2 % of that.

In each season there are some clusters with rela-
tively large area-mean precipitation, but their fre-
quency is not high, except for the summer season.
The importance of cluster analysis is demonstrated by
these high-precipitation clusters: Despite their low
general frequency, claiming for equalization by amal-
gamation into one cluster, strong internal differences
of the patterns belonging to one or the other cluster

Table 2. Alternatives of the final classification with the mean relative variance expressed in the non-dry(N-1 cluster) days

Size of the > | member > Smembers Final Selection >1% BE?:reLazrgCSS‘EA)
Clilelzts;r Wet Expl. Wet Expl. Wet *Expl. Wet Expl. Wet Expl.
Clusters | Var.(%) | Clusters | Var.(%) | Clusters | Var.(%) | Clusters | Var.(%) | Clusters | Var.(%)

Winter 14 see— 14 32 14 32 9 39 4 51

Spring 29 n.a. 16 37 15 36 i0 43 5 48

Summer 25 see— 25 43 24 42 12 54 6 63

Autumn 24 n.a. 5 42 15 42 7 57 3 64

* These figures slightly differ from those quoted in Table 3, since the dry days are included.
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Fig. 5. Frequency and area-mean precipitation of the clusters with non-zero precipitation.

do not allow this unification. In many relations the

pattern correlation between the cluster centers is
strongly negative. Hence, they should be kept
separately.

There is no place to present all the 67 wet clus-
ters, hence we limit ourselves to illustrate the big dif-
ferences among the clusters. Each season is repre-
sented by 4 clusters in Figure 6, according to the fol-
lowing selection: Besides the clusters with the two
lowest and the two highest arca-mean cluster centers,
two other pairs are selected from the middle of the
distributions, characterized by strongly negative pat-
tern-correlation, but similar area mean values. The
four corresponding pairs are positioned beneath each
other with an increasing order of cluster centers, from
the left to the right. So, differences of the clusters are
recommended to consider mainly between the upper
and lower figures, within a given season. The clus-
ter-centers exhibit fairly small-scale patterns of precip-
itation maxima, which might, however, be related to
one or few extreme events, especially in case of small
clusters. (See the number of clusters in the headings).

Main statistical characteristics of the final classi-
fication are presented in Table 3, incorporating the
dry days, as well. Comparing frequencies of the dry
cluster to the most frequent wet cluster, the latter

ones exhibit higher percentages in winter and summer,
but they appear more rarely in the transition seasons.
Size of the smallest clusters is always between 5 and
9 members.

The relative variance, explained by the clustering
becomes slightly better if we include the dry days in-
to the analysis. Average performance of the classi-
fication is as good as 37 %, with better capability in
winter and spring (31 and 34 %), but weaker than
average in summer and autumn (41 and 40 %). In
other words this means that the classification is able
to explain the complementary part of variance, i.e. 63
% in average (59~69 % in seasonal extremes).

Speaking more practically, if having been informed
about the prevailing cluster in a given day, one sub-
stitutes the actual precipitation pattern by the cluster
centers, the average squared error of estimation is on-
ly 37 (31~41) % of the initial uncertainty, de-
termined just by the knowledge of climatic mean
patterns. Relying at a distant analogy, the case of lin-
ear regression, in that case similar reduction of un-
certainty is achieved by 0.79 (0.77~0.83) correlation
coefficients.

Applying weighted relative variances, ie. dividing
the squared deviations by the cluster centers (see
Section 3.2), we obtain even better figures. This
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mediate averages, but strong negative correlation.

1134



Classification of Daily Precipitation Patterns in South Korea using Mutivariate Statistical Methods

Table 3. Main statistical characteristics of the classification. Normalized variance means the proportion of variance to the
average, both within a cluster and the whole sample (1973~1996, days with measurable precipitation at least in

one of the 59 stations)

Season Elements A”sgg; of Wet days Dry Days D;‘}{(S)- ingVl\;?ter Mve:rr}aric;g%e y;maclg%
(15“(12‘ilnutsetrers) 2160 1508 652 9.825 31 20
(16sgrlilnsirs) 2208 1402 806 5-524 34 25
(2ssu<r:l;$f;rs) 2205 1952 256 8-640 41 27
(lﬁgﬁmrs) 2184 1406 778 5-653 40 17

Average 37 22

weighted average uncertainty is only 22 % of the un-
classified one ‘with- a 17 %
(autumn) and 27 % (summer).

The last paragraphs demonstrate fairly encouraging
numbers, derived from point-wise validation of clus-
tering, which represent spatially averaged gain of in-
formation in Korea. To demonstrate information about
the spatial variability of performance, we recommend
the Figure 7, representing frequency distribution of the
remained relative (non-weighted) variance among the
59 stations. The distributions are positively skewed in
summer and autumn, i.e, there exist a few stations
with poorly explained precipitation, but the majority
of them belongs to even lower non-explained var-
iance, than the average numbers of Table 3. The two
other seasons are more symmetrical and even the
worst stations exhibit slightly above 50 % of non-ex-
plained variance.

The standard deviation of the relative variance is
only 7-8 % around the mean. So, one can conclude
that the cluster analysis, represented by fairly low
average percentages of non-explained variances, can
also be applied for a small sub-set of stations
(including individual ones) with substantial reduction
of variance, even in the worst possible cases.

variation between

5. DISCUSSION AND APPLICATIONS

This section is devoted to two questions:

1) What alternatives of the performed classfication
exist and how they modify the result?

2) How can the obtained classification be applied?

The methodological mod-
ifications of spatial and time resolution or scope and

alternatives  include

also technical alternatives to the selected ways of the
factor and the cluster analysis.

If considering a smaller area than South Korea,
most likely one can obtain lower numbers of clusters
with equal efficiency. Such smaller geographical units
could be the water basins, but they represent rela-
tively small portion the given area, i.e. too few sta-
tions in each watershed. Also, considering the 24
hours averaging time of the precipitation, the larger
area represents useful information also for a smaller
region, in another part of the country. Hence division
of the territory was early rejected.

The given classification is, strictly speaking, a re-
sult of the selected 59 stations. However, the final re-
sult is likely resistant against some increase or de-
crease in density of the stations, since we applied a
preliminary factor analysis to focus on the most rele-
vant common information and to study the spatial
correlation. To check this dependence on the number
of stations might be crucial when an extension of the
classification to the distant past (fewer stations) is
considered.

If considering, the extension of the classes in
space, i.e. for the whole Korean Peninsula, than the
present work has to be performed from the beginning.
It could also be of scientific interest, how the clusters
of the larger area coincide with the ones, derived just
at a part of it.

A specific example of spatial extension, the in-
clusion of Ullung Island would likely cause larger
number of clusters, due to its large individual varia-
bility, as demonstrated in Section 4.1.

Alternatives in time resolution could strongly mod-
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Fig. 7. Frequency distribution of the non-explained relative variance among the 59 stations. (Normal distribution is graphi-

cally fitted.)

ify the picture, especially if dividing the summer sea-
son into more parts. However, our trial, delimiting 9
sections of the year with non-equal duration, follow-
ing a very detailed analysis of Fig. 1, yielded too
small numbers of wet days to find enough clusters to
represent the strong variability of precipitation
patterns. On the other hand, the recommended season-
al separation is quite natural and it may cause consid-
erable inhomogeneity of the area-mean precipitation
only in the autumn season (Sept. 15 - Dec. 15).

The other aspect of time resolution is the 24-hour
averaging. Since precipitation is mainly connected to
meso-scale objects of shorter, than one day life-time

or, at least large spatial shifts within this period, the
averaging time strongly influences the classification.
Although the day is a natural resolution in the ma-
jority of practical respects, where the diumal classi-
fication can be applied (see below), it is recom-
mended to repeat the classification for other time res-
olutions, too.

Considering the performed factor
already mentioned the parallel classification, performed
by applying larger of retained factors,
explaining more spatial details, i.e. 95 % of variance.
Although, it was also demonstrated that the cluster
distances were higher, it could well be the case that

analysis, we

number
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the situation became the opposite, if considering the
real patterns, better resolved in the first step.
However, the retained further spatial details caused
enhanced longevity of isolated cases in winter and in
summer. They diminished at later stages of cluster
analysis, yielding 10 and 15 clusters according to the
above used first criteria for selection with near and
above 50 % of non-explained variance. If adjusting
the two other seasons to the number of clusters in
summer, we could obtain a classification with 10, 11,
15 and 10 clusters from winter to autumn, but much
higher 47 (42~52) % non-explained variance, than in
the recommended final classification. Of course the
situation could be improved by retaining single
(non-classified) days, but in this case, we left dangerous
extreme events out of the scope of classification.

The cluster analysis could alternatively be per-
formed in three respects. First, all point-wise precip-
itation patterns could be transformed, even before the
factor analysis, in order to ensure less skewed
distribution. Although, when we prepared the cluster
analysis after logarithmic transformation (assigning 1
values to stations and days with no precipitation) the
result was quite unpleasant: One cluster contained al-
most every day with single cases in the rest of the
clusters. This "snowball-effect” completely hinders the
apphcation of this transformation. Other solutions, e.g.
square root transformation, would be less acceptable
from both physical and practical point of view. That
is, they were fixed to the given non-physical trans-
formation, preferable in a limited (if any) circle of
applications. It is hard to imagine, either, that a clus-
tering optimized for a given set of transformed values,
would perform better for the original diurnal
precipitation.

The second aspect could be the use of other than
Euclidean distance (besides the pattern correlation, dis-
cussed in Section 4.2). Some alternatives were also
tried, in this respects, but they gave either fairly sim-
ilar results to the recommended one, or they led to
the above snowball effect due to suppression of real
differences among the patterns, (Some versions were
not even tried, following the principle of not distort-
ing natural precipitation units or comparisons.)

There are also alternative rules of cluster amalga-
mation to the Ward's one. But, method of Furthest
Neighbors, for example, led to the snowball effect

again, whereas other versions, operating with the clus-
ter centers, gave quite similar results to the recom-
mended one. According to its definition, the Ward's
method lowest
in-cluster variance in the space of involved factor
loadings, which, in turn, promise good chance to pro-
vide a similar optimum feature in space of the precip-
itation patterns, as well.

In the recommended classification, the 15~26 clus-
ters are near the upper margin of acceptance. At the
present technological level, it is not determined by the
amount of computations but by the extensive need for
duration of the series one wishes to relate to the cal-
endar of clusters. In Section 4.3 we could see that
some precipitation clusters occurred just a few times
in the 24 years long basic period. This number of
cases (59) does not allow us to provide any statistical
estimation. On the other hand, frequency of the ma-
jority of clusters is substantially larger, i.e. the lower
statistical moments can already be estimated with
confidence.

The overall quality of the classification, i.e. the in-
formation surplus obtained by the knowledge of the
actual cluster is fairly high: It allows us to reduce the
uncertainty by 63 %, in average. So, besides the final
classification recommended for wider use, there is
some possibility to find another ad-hoc compromise,
by joining several clusters despite the decreasing qual-
ity of separation, that is designed to given limitations
of the application. As indicated in Section 4.2 if one
allows us to explain 40~50 % of the variance, the
number of clusters can be as low as 10 or even less.

Technical aspects of the classification imply the
calendar and the cluster-statistics to be obtained; the
required dimensions of the related data and possibil-
ities to extend the calendar before or after the 1973 ~
96 period.

In many aspects it is enough to apply just the cal-
endar of the types and the related fields can be de-
termined independently. Of course, for meaningful
conclusions on these relations, careful consideration of
the cluster-means and, sometimes, of the variances is
also required. For other purposes, the field character-
istics of the classes should be used in an operative

ensures the non-explained  with-

basis, to compare them with the on-going or fore-
casted diurnal events.
It is advisable to have the related physical, chem-
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ical or ecological characteristics also in the form of
area patterns for Korea. These patterns may be avail-
able in much lower resolution than the original 59
stations. Even if there is one single station or a par-
ticular region of Korea in the focus of the interest, it
may be useful to apply the classes (instead of
point-wise data, or regional averages) in some cases.
The classes can apparently represent implicit in-
formation on the related meteorological or environ-
mental variables that are not available locally.

It is also of practical importance, how we can ap-
ply the elaborated classification for precipitation pat-
terns that are not involved in the 1973~1996 basic
period. If the number of stations is the same 59,
which relates mainly to the more rtecent years, one
can simply select the most similar cluster center for
each day, however in a part of cases the with-
in-cluster standard deviations should also be
considered. Since the distribution of precipitation is
far from normal, a more established statistical deci-
sion-making procedure might be required for more ex-
act solution of this post-classification. An alternative
of this more sophisticated algorithm can be the appli-
cation of the non-hierarchical, K-means clustering,
with the recommended cluster centers to start with. In
this process, however some correction of the final
number, really represented by the additional years,
could be needed, as some rare clusters may not occur
in the short period.

If just a few stations are missing (the near-1973
years) similar procedure can be recommended by us-
ing the common stations. A more sophisticated elabo-
ration could be achieved by a regression-based com-
putation of the factor loadings that are related to the
basic 5-8 factors in the given seasons. This can be
performed just for the existing stations, but the per-
formance of the K-means clustering deals with the
loadings, starting from the recommended cluster
means, anyway.

If more stations are missing, especially from re-
gions, where one or more cluster-centers exhibit high
values of precipitation, then these patterns can not be
sorted to the basic classification due to lack of
information. If there is a long period with smaller
number of stations, which allows to do so, a new
cluster analysis is recommended, repeating all steps of
the work, i.e.

1) Factor analysis of the existing stations and se-

lection of the number of factors to retain.

2) Rotation of the factors and registration of diur-

nal factor loadings for further use.

3) Cluster analysis of the days, represented by

non-correlated information of the loadings.

4) Statistical post-processing of the results to obtain

natural precipitation cluster statistics.

The aim of the factor analysis is not to reduce the
matrices before cluster analeis, but to consider spatial
correlation of precipitation fields. Hence, it is not rec-
ommended to omit the first two steps, even in case
of small number of stations. Otherwise the distance
function should consider this correlation, but it is not
a default option in many statistical software products.
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