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Flow-Aware Link Dimensioning for Guaranteed-QoS
Services in Broadband Convergence Networks

Hoon Lee and Khosrow Sohraby

Abstract: In this work,' we propose an analytic framework for di-
mensioning the link capacity of broadband access networks which
provide universal broadband access services to a diverse kind of
customers such as patient and impatient customers. The proposed
framework takes into account the flow-level quality of service
(QoS) of a connection as well as the packet-level QoS, via which
a simple and systematic provisioning and operation of the network
are provided. To that purpose, we first discuss the necessity of flow-
aware network dimensioning by reviewing the networking tech-
nologies of the current and future access network. Next, we propose
an analytic model for dimensioning the link capacity for an access
node of broadband convergence networks which takes into account
both the flow and packet level QoS requirements. By carrying out
extensive numerical experiment for the proposed model assuming
typical parameters that represent real network environment, the
validity of the proposed method is assessed.

Index Terms: Broadband convergence networks (B¢N), flow-aware
networking, link dimensioning, quality of service (QoS) assurance.

I. INTRODUCTION
A. Motivation

Recently, we can witness a fast movement in broadband
telecommunication networks toward the convergence of broad-
band wired and wireless access networks via a common IP back-
bone network as a unified transport platform, which brought
forth an era of broadband convergence networks (B¢cN). Typi-
cal examples of broadband wired access network are asymmet-
ric digital subscriber line (ADSL), Ethernet-passive optical net-
work (E-PON), and cable access network (CAN). The packets
generated from an ADSL connection follow the same logical
and physical paths from customer premises equipment (CPE)
to an access node via digital subscriber line access multiplexer
(DSLAM). When voice over IP (VoIP) traffic and web traf-
fic share the same link such as an asynchronous transfer mode
(ATM) virtual circuit (VC), and if congestion occurs in DSLAM
link, the delay of VoIP packet is not guaranteed. This necessi-
tates an adoption of flow-aware allocation of bandwidth for each
connection such as a constant bit rate (CBR) VC for a VoIP flow
and an available bit rate (ABR) VC for a web flow.

When it comes to a cable access network, a number of con-
nections share the bandwidth of a coaxial cable. Without control
for quality of service (QoS) differentiation, packets are served in
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first in first out (FIFO) manner. However, each customer wants
to receive a certain level of QoS in terms of minimum guaran-
teed bandwidth without interruption from the other connections.
To resolve this problem, the data over cable service interface
specification (DOCSIS) introduced an enhanced media access
control (MAC) protocol with the concept of service flow. The
concept of service flow is not necessarily based on flow, where
flow has several different meaning in the context of telecom-
munication network and we will define it as follows: Flow is
defined as an identity such as a connection that has been issued
by a customer with a generic source and destination identifica-
tion. A flow may include a long-duration voice connection, a
short-duration data transfer, or a back-to-back transfer of video
stream, etc.

An aggregate of flows with the same QoS requirements can
receive a certain level of QoS (such as a limited delay) in an
aggregate manner if the offered load to that service flow is kept
to a certain level [1].

Recently, WiMax, a broadband wireless access network for a
metropolitan area network based on the IEEE 802.16 protocol, is
about to commence a commercial service. In IEEE 802.16 net-
work, it is assumed that a centralized controller allocates time
slots in connection-oriented manner to a large number of cus-
tomers by use of slotted time division multiple access (TDMA)
scheme. Therefore, bandwidth is requested by a connection ba-
sis, and so it is allocated to each connection or CPE. This is
represented by a grant in a distributed coordination function or
itis specified as a weight of transfer rate in centralized coordina-
tion function using the polling scheme, both of which are based
on CPE or connection identification [2].

Sinha et al. investigated the traffic behavior of upstream traf-
fic from the operating commercial broadband access networks
incorporating wired and wireless user accesses, ADSL for the
former and broadband fixed wireless (BFW) for the latter. Even
though the upstream channel of ADSL is dedicated and that of
BFW is shared, they found that the attributes of user traffic be-
havior such as the volume of flow in terms of packet count and
byte size as well as the duration of flows were strikingly similar
between the two types of access networks [3].2 This indicates
that a universal and systematic bandwidth dimensioning method
has to be provided in the design of the access network of B¢N.

From the findings in the behavior of flows of the three net-
work protocols as well as the user attributes that have been de-
scribed above represent that a flow-aware bandwidth allocation
is required to a customer if a minimum level of QoS (such as
delay and throughput) is provided to each connection from a
number of competing customers. Even though it is impossible
to control the data transfer for each flow separately in a large

2See Fig. 9 in [3].
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backbone network, it would be possible to dimension the band-
width in flow-aware manner at least at the access network.

Recently, Cerra et al. proposed the concept of user-centric
broadband services (UCBC), and they advocated that network
edge and core is provisioned in service-aware and data-aware
manner, respectively [4]. Service and data aware transport im-
plicates the flow-level and packet-level transport, respectively.

On the other hand, the network core can be also provi-
sioned in a flow-aware manner by using the concept of label
switched paths (LSPs) defined by generalized multi-protocol la-
bel switching-traffic engineering (GMPLS-TE) over wavelength
division multiplexing (WDM) path between edges of core net-
work.

The above mentioned research movement motivated our re-
search for the flow-aware network dimensioning in BcN access
network which is composed of a wired and/or wireless network
interfaces.

B. Related Works

We can find a number of literature concerning the architecture
and management for dimensioning the VCs in the world of ATM
network (see [5], [6]). The concept of VC or virtual path (VP)
had contributed very much in the development of the concept
of tunnels and LSPs in GMPLS-TE for the IP network, and the
concept of VC in ATM network can be also used in the IP net-
work if we assume the event of a series of user data frame as a
flow and if we consider the IP network as a flow-aware network.

On the other hand, in the world of IP network, there exist
few results for the development of the analytic model and ex-
periment of the network performance using the concept of VCs,
because flow-level model has been regarded as inefficient due to
a number of limitations such as low utilization and scalability
problem. Low utilization results from the inherent property of
connectionless data transfer of IP network, because the IP data
lasts a very short time. Scalability problem results from the sig-
naling requirement in the set up of a path for each flow before
the transfer of data.

However, it is usual that the user access network operates in
high utilization due to over-subscription of customers. In addi-
tion, the number of customers in the access network is not as
huge as that of core network. Therefore, the concept of flow-
awareness can be carefully adopted in the access network.

The concept of flow-aware networking (FAN) proposed by
Roberts er al. advocates connection admission control (CAC)
on the basis of a flow in order that insurance for QoS is provided
even in situations of overload. This necessitates a certain degree
of over-provisioning in link dimensioning by noting that ade-
quate performance is always assured for services emitting flows
at a stable rate but less than the limit on fair rate of a shared
network resource if the network is maintained by an appropriate
CAC scheme [7].

There exist a few literatures on the concept of flow-aware link
dimensioning in IP network. One example is circuit-switched
high-speed end-to-end transport architecture (CHEETAH) pro-
posed by Veeraraghavan [8]. In a CHEETAH architecture, multi-
service provisioning platforms in enterprises which carry voice
and data traffic between geographically distributed buildings use
a high-speed end-to-end transport network operated in a circuit-

switched manner. CHEETAH assumes that a connection request
can be blocked if there is no available bandwidth resource for
that flow between an end-to-end path, and an Erlang-B formula
is used to determine the call admission.

In the field of IP network, the processor sharing (PS) model
has been frequently used as an equivalent flow-aware network
model in that a processor is shared by a number of customers in a
time-shared or stochastic manner [9]. Recently, an approximate
M/G/1-PS queuing model for estimating the loss probability of
a customer is given by Boyer et al. [10], where loss probabil-
ity of a customer is estimated by assuming the customer’s delay
tolerance using the concept of user impatience in the system so-
journ time. Boyer et al. have shown that the loss probability of a
customer obtained by an M/M/1-PS queuing model is the same
as that of M/M/1 queue when the threshold of user impatience
in an M/M/1-PS queuing model is greater than or equal to the
maximum allowable number of customers the system can sup-
port.

If we assume that the duration of a flow is assumed to be ex-
ponentially distributed,> we can use a classical M/M/1 model
for the flow-aware network instead of using a complex M/M/1-
PS queuing model under a certain network environment where
there exists no explicit connection admission control for a flow,
which can be seen in the current Internet. From this finding, we
can approximate the behavior of IP flows that is usually mod-
eled by an M/M/1-PS queuing model by an equivalent M/M/1
model.

Note that M/M/1 model has been looked upon as a very con-
venient method in modeling the elastic type services such as
the best effort high-speed Internet access at the packet or flow
level. However, it is not suited to the modeling of the flow-
aware applications of stream type services such as a voice or
videophone. If this model can be used in modeling both types
of services, we can argue that it is very useful for this model to
estimate the flow-level behavior of converged broadband multi-
media services. On the other hand, let us remind that M/M/1
model is easily approximated by using the M/M/c model, where
c is the number of identical servers, if the server capacity of
M/M/1 model is c-times greater than that of M/M/c model.

Recently, Chan ef al. proposed a new method to solve the
waiting time distribution of M/M/c queue by assuming the
M/M/c queue as an equivalent M/M/1 queue with server ca-
pacity equal to c-times that of M/M/c queue, and proved that
his result is in good agreement with that of Takac’s result for
the waiting time distribution for Palm input and exponential ser-
vice times for the G/M/c queue when the input is Poisson [11].
Chan’s method is the reverse of our method: Chan solved the
waiting time distribution of M/M/c queue by assuming an equiv-
alent M/M/1 queue with server capacity equal to c-times that of
M/M/c queue. On the other hand, we present the waiting time
distribution of M/M/1 queue by assuming an equivalent M/M/c
queue with capacity of a single server equal to 1/c of M/M/1
queue.

3The flow duration of current telephone service is exponentially distributed,
and so will be in case of VoIP or videophone. On the other hand, some appli-
cations such as web browsing, on-line game, or VOD are not necessarily so.
However, let us assume the exponential property of the flow duration for the
purpose of mathematical tractability.
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C. Contribution and Organization

Our work is in line with the above-mentioned philosophy of
connection-oriented network engineering. However, there exist
a number of differences in our research compared with the past
research. We assume neither resource reservation nor segrega-
tion of network resource per each flow in a physical manner. ‘We
assume a more realistic network environment which takes into
account the BeN access network as a universal broadband ser-
vice platform by assuming a logical VC as an abstract of a unit
of bandwidth granule per flow in a shared big pipe. We also take
into account the inherent attributes of user behavior such as the
impatience and intolerance of users due to large delays in access
network. We also target almost every kind of services composed
of connection-oriented and connection-less applications.

In this work, let us propose an analytic method to dimension
the link capacity of a subscriber node in BcN. To that purpose,
we take a two-step procedure. First, we propose a method to
estimate the required VCs of an output port of an L2 switch
under the predefined flow-level delay QoS measures for the pa-
tient and impatient customers. We derive a formula for the tail
distribution of waiting time by use of M/M/c queuing model,
especially extending the result of the Erlang-C formula for the
patient customers and using the Erlang-A formula for the impa-
tient customers. Second, we use the concept of effective band-
width of Guerin, and present a method to estimate the required
bandwidth of an output port of an L2 switch under the prede-
fined packet-level packet loss measure as well as the flow-level
delay measure. The resuit of former method is incorporated into
the latter method, so that our method is a two-step procedure.
Via numerical experiments, we will show the following results.
First, we present the number of VCs and the total bandwidth
capacity of an output port of an L2 switch under the required
packet loss probability as well as the required delay tolerance
of the flow. Second, we give a result about the average utiliza-
tion of a link for the proposed dimensioning method, via which
we can provide guidance for the link dimensioning of a switch
router which accommodates a number of customers in the BcN
access network.

The rest of this paper is structured as follows. In Section II,
the concept of flow-aware dimensioning in IP network is intro-
duced. In Section III, an analytical mode! for the dimension-
ing of flow-aware access network for the BeN is proposed. In
Section IV, the performance evaluation and numerical result are
presented using the proposed model. In Section V, a brief de-
scription on the implementation aspect of the proposed method
is given. Finally, in Section VI, we summarize the findings and
implication of the work.

II. FLOW-AWARE LINK DIMENSIONING
A. Flow-Awareness in IP Network

Before proceeding with the discussion on the link dimension-
ing, we need to clarify definitions for the notion of the con-
ventional packet-aware network and the flow-aware network.
The conventional packet-aware network allocates the network
resource such as bandwidth based on the unit of packet, while
flow-aware network operates based on the unit of flow. The no-

tion of packet in IP network is well known, so that we need no
further explanation. Concerning the notion of flow, on the other
hand, there exist a lot of concepts: To name a few, see [7], [12]~
[14].

Let us define a flow in a general manner, Flow is a logical
group of packets that have common properties such as a source-
destination (SD) host pair with unique addresses or subnets and
port numbers for source and destination [15). Note that this con-
cept is distinguished from the conventional concept of a flow,
which is usually defined to be a sequence of packets between
individual source-destination applications such as TCP or UDP
stream.

When a flow is distinguished by source and destination ad-
dresses it can identify an individual customer. On the other hand,
when it comes to subnets, we can define a flow as an aggregate
of customers from a VPN site. Therefore, the concept of flow is
very general, and we can exploit this generality of the concept
of flow in dimensioning the link capacity of diverse type of links
in IP access network.

In the conventional wired or wireless telephone networks, it
has been usual that the network operator estimates the capacity
of network resource such as the bandwidth as the number of cus-
tomers that can be accommodated simultaneously to a link with
a certain throughput guaranteed to each user under the constraint
of a limited call blocking probability* such as 1% or 0.1% [16].
In wireless access network, it is usual that the number of flows
that are active simultaneously is recognized as the number of
channels, and the number of channels is also computed by tak-
ing into account the required call blocking probability. These
two examples show that the concept of flow-aware dimension-
ing of the wired and wireless bandwidth resources in BcN access
networks is necessary.

In the world of IP network, especially in the backbone do-
main, a virtual network (VN) approach which adopts the con-
cept of traffic trunk is proposed as one of a scalable and
practical approach to deploy an efficient resource management
scheme [17]. In the VN approach, the authors argue that a path-
oriented bandwidth dimensioning approach is useful in applying
the MPLS-based traffic engineering, which is based on the con-
cept of traffic trunk. Traffic trunk is a logical pipe within an
LSP, which allocates a certain amount of link capacity associ-
ated with a certain class of services. The concept of VN is born
from a composition of the IETF integrated service (IntServ) and
differentiated service (DiffServ) concept: A traffic trunk provi-
sioned between two network edges is leased from the concept
of IntServ, whereas the class-based traffic aggregation and han-
dling is leased from the concept of DiffServ. By way of traffic
trunk, which is calculated independently from different service
classes, we can easily estimate the total link capacity of a node
if we know the number of concurrent traffic flows that belong
to the same service class at a time of network configuration. If
we assume that the bandwidth resource required by each flow is
represented by the well-defined effective bandwidth, bandwidth
usage and left-over link capacity of each traffic trunk can be ob-
tained by tracking the arrival and completion of flows [17].

“4Call blocking probability was also called grade of service (GoS) in telephone
network.
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B. Egquivalent Flow-Level Network Model

Those two examples described in the previous subsection im-
ply that it is efficient if the network dimensioning is carried out
on the basis of flow unit. To that purpose let us utilize the con-
cept of Russian doll model (RDM) of IETF [18]. In RDM, a big
bandwidth pipe with capacity C is decomposed into a number of
sub-pipes with capacity of B, where B < C. Each sub-pipe in
RDM accommodates packets aggregated from the same type of
service class, where service class follows the taxonomy of IETF
DiffServ architecture.

For example, a sub-pipe for the services that belong to the
expedited forwarding per-hop behavior (EF-PHB) such as VoIP
accommodates a number of VoIP flows over a single logical link
in FIFO manner, where the VoIP flows are not interrupted by the
other classes of flows.

On the other hand, a sub-pipe for the services that belong to
the assured forwarding per-hop behavior (AF-PHB) such as a
web application accommodates a number of web flows over a
single logical link in FIFO manner, where the web flows are not
interrupted by the other classes of flows, either. Without loss
of generality, let us assume that the traffic characteristics of the
sources are homogeneous if they belong to the same class of
service. It is known that the nodal performance of end-to-end
delay and loss in a network composed of a number of consecu-
tive nodes is equal to each other if the offered load of each node
is equal to each other [19]. This implicates that we can implic-
itly identify the performance of a flow from an aggregation of
flows when the traffic attributes of each flow is homogeneous in
the node. Then, we can represent the flows and the bandwidth
for each class in RDM model as illustrated in Fig. 1 where there
exist a number of flows at the input side of a node and a link is
accommodating those homogeneous flows at the output side of
a node. The model in Fig. 1 can be used to model both the up-
stream and downstream flows. But, without loss of generality,
let us assume that the direction of a flow is upstream.’

In Fig. 1, the capacity of an output link is usually provisioned
to be greater than the sum of the mean or statistical traffic gen-
eration rate of all the input links, so that the network operates in
a stable manner. Even in that case the probability of a flow wait-
ing in the queue before it receives service from the output link is
greater than zero because the arrival and completion behavior of
a flow is random. Let us call it a packet-level aggregate big-pipe
(PLAB) model.

In Fig. 2, there exist s output links for a queue, whereas the
capacity of each output link B is the same as that of an input
link in either statistical or deterministic manner. In this case,
the probability of a connection waiting in the queue so that it
receives service from the output link is greater than zero, too,
because the number of incoming customers will vary with re-
spect to time and there may exist a case when N > s. Let us
call it an equivalent per-flow link (EPFL) model.

Note that Chan’s model in [11] is simulating the EPFL. model
into PLAB model, whereas our model is the reverse of Chan’s
model. Therefore, note that the following condition holds: C' =
s x B, which indicates that the two quantities in the equation are

5The bandwidth required by a flow or available by network is asymmetric for
upstream and downstream, so that link design has to be carried out separately.

Fig. 1. PLAB model.

Fig. 2. EPFL model.

equivalently equal to each other.

Note that our analysis is focused on the statistical behavior
of the delay a flow is expected to experience before it receives
service. On the other hand, it is concretely proven in the field
of queuing theory that the mean delay performance of M/M/1
single-server queue with service capacity C' is slightly better
than that of M/M/2 two-server queue with service capacity C'/2
for each server [20]. Then, we can deduce from this fact that the
mean delay performance of M/M/1 queue with service capacity
C' is slightly better than that of M/M/s queue with service ca-
pacity C/s, where s is the greatest integer which is not greater
than C/B.

From this fact, one can find that the equivalent EPFL model
can be used as an approximated performance estimator of the
conventional PLAB model, where the delay performance is es-
timated from a conservative view point. However, one has to
notice here the following fact: The output link is not actually
segregated into s different VCs in EPFL model, rather VC is
only a conceptual identity which has bandwidth with capac-
ity equivalent to 1/s of an output link of PLAB model. 1t is
usually known that there exists a network environment where
flow-aware or packet-aware link models are suited. First, flow-
aware link model like EPFL model makes sense in the networks
that accommodate a large number of simultaneous active users,
where users are distributed densely in a region. On the other
hand, the PLAB model is more suited in modeling a network
that accommodates a small number of active users distributed
sparsely [21].

III. MATHEMATICAL MODEL
A. Dimensioning the VCs

Let us present a method to estimate the number of VCs for an
EPFL model. In EPFL model the basic unit of network resource
is a logical bandwidth unit called VC that has the same analogy
of circuit in the telephone network as we have shown in Fig. 2.
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The ‘logical bandwidth’ means that each flow is recognized by a
flow requiring a certain amount of bandwidth, and it is accepted
to the network if there is an available bandwidth in the network.
Otherwise, it is rejected from the network. At once a flow is
accepted to the network, it grabs a logical bandwidth provided
by a VC until the flow is terminated. Therefore, this is analogous
to the circuit or VC in conventional circuit switched network
such as telephone network or ATM network.

Note that there exist two kinds of customers concerning the
tolerance of network delay: Patient and impatient customers.
Patient customers can tolerate a certain amount of delay before
it receives a service, so that he enters a network if he wants to re-
ceive a service irrespective of the state of the network, whercas
impatient customers do not tolerate a long delay and may give
up the connection to the network if he thinks that the expecied
waiting time exceeds a certain value.® When the impatient cus-
tomer retries a connection, it is recognized as a new connection
request.

A.l Analysis for Patient Customers

First, let us define the customer’s patience in more detail. 'We
call that a customer is patient if he does not mind the status of
the network, especially the network congestion, and he enters
the network if he wants to receive the service. However, let us
extend the concept of patience in more extensive manner such
that a customer can abandon the connection if he can not receive
the service from the network even though he has been waiting
for a certain time, so that a customer is not completely patient.
When a network accommodates completely patient customers,
the network may not be exempted from the continued conges-
tion. In order to clarify the concept of customer’s patience, let
us define the customer’s patience as follows.

A customer enters the network without minding the status of
the link upon his arrival. When his waiting time in the queue
is greater than T, then he abandons his connection. Otherwise,
the connection is admitted and receives a service.

If we assume that the distribution of the number of flow re-
quests follows a Poisson process and the duration of the flow,
which is characterized by the amount of data the users trans-
fer, is distributed exponentially, we can use the result of M/M/s
queuing system in modeling the network with patient customers.
Via queuing analytic method, we can obtain the probability of
a customer waiting in the queue, which can be formulated by
Pr{W > 0}, where W is the waiting time of a flow. This is a
well-known Erlang-C formula [20].

Erlang-C formula is usually represented as follows. Let A be
the average arrival rate of a flow, and let 1/ be the average du-
ration of a flow. Then, the traffic intensity is given by p = A/p.
Let us denote that the occupancy level of customers relative: to
the number of servers is given by ¢ = p/s, which is a traffic
intensity to a VC among a total of s VCs.

The probability of arriving customer waiting in the queue,
which is denoted by F¢ (s, p) is given by

SWe assume that an arriving customer has an information about the expected
delay of the network through the process of service level negotiation.
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Ec(s, p) = Pr{W > Otraffic load is p and
the number of server is s}.

¢y
Then, (1) is given as follows [20].

p°/s!
po/sl+ (L= @) ilg o/

Note that it is not an easy job to compute (2) when s becomes
very large. Fortunately, it is usual that the number of concurrent
flows, which corresponds to s in the current setting, is not so
large at the access node of current subscriber network, so that (2)
is scalable to computation.

On the other hand, one can easily notice that it is not useful to
use Pr{W > 0} in estimating the delay performance of an elas-
tic traffic for IP network, because users can tolerate a certain
amount of time greater than zero before they are served. There-
fore, it would be more practical if we rewrite the QoS measure
such that a flow can wait in the queue for a certain time period,
say T', and let us denote it as shown in (3), and call it as a delay
tolerance.

Ec(s,p) = 2

Q(T) = Pr{W > T}. 3)

For M/M/s queuing system, the memoryless property of the
exponential service time gives us a simple formula for the prob-
ability of the waiting time to be greater than 1" as a function of
exp|—(s — p)pT] when there is (s — p) available spaces in the
server. Using this fact, let us introduce a probabilistic measure
for the delay performance such that the following relationship
exists.

“)

where ¢ in (4) is the target value for the probability of QoS vi-
olation, which we call a delay tolerance. This implies that the
probability that a flow has to wait in the queue at least for T’
seconds before it is served is bounded by €.

Using the Erlang-C formula and the memoryless property of
the exponential service time we can easily obtain the probability
of waiting time greater than a certain threshold 7', which is given
as follows.

Q) <e.

QT) = Ec(s, p) exp(~(s — p)uT). s)

From (4) and (5), we can obtain a relationship between traffic
intensity p, number of server s, delay target T, and delay tol-
erance ¢ in the network with patient customers, which is given

by (6).

Ec(s,p)exp(—(s— p)pT) < e. (6)

Note that it is difficult to draw out an explicit formula for
s, the number of servers that is required to satisfy the relation-
ship (6). Therefore, a numerical method has to be used in com-
puting (6). The input parameters are traffic intensity p, delay
target 7', and delay tolerance £, whereas the output is the num-
ber of server s.
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A.2 Analysis for the Impatient Customers

In the real field where service level agreement (SLA) and
pricing is negotiated between service provider and customers,
it is assumed that a customer gives up a connection to a net-
work when he expects that the guarantee of a certain level of
delay from the network can not be met. So, let us assume that
a customer is impatient when he abandons the connection to the
network for the following cases: First, a customer abandons a
connection if a certain time interval, say 7' seconds, has passed
before he receives a response from the network. Second, a cus-
tomer abandons a connection if he knows that he has to wait 7'
seconds before he receives a response from the network. As to
the former case, a customer has to enter the network at once, and
he has to see the result by waiting for T seconds in order to know
that whether his expectation is satisfied or not. So, this case is
similar to the case of patient customers that we have described
in the previous subsection. On the other hand, as to the latter
case, a customer doesn’t have to enter the network before he de-
termines to receive the service. A network operator announces
the expected waiting time of a customer upon the customer’s ar-
rival to the network, and the customer determines whether he
enters the network or not from the information provided by the
network. A true impatient customer belongs to the latter case,
and we will consider this latter case in this subsection.

If we assume that the distribution of the flow request follows
a Poisson process and the duration of the flow is distributed ex-
ponentially, we can use the result of M/M/s-M queuing system
in modeling the network with impatient customers. In M/M/s-M
queuing system, the three first symbols have the same meaning
as in the conventional Kendall’s notation, whereas the last one
specifies the law of customer’s impatience [22]. So, the last M
in M/M/s-M model stands for an exponential impatience of a
user, where the degree of impatience of customers grows ex-
ponentially with respect to the lapsed time.” M/M/s-M queu-
ing system is first proposed by Baccelli et al. [22], and it is
used in modeling the optimal number of agents for a call (cus-
tomer service) center in the telephone network [23]. By using
approximate analysis for the probability of delay in the queue
for the M/M/s-M queuing system, Garnett obtained a formula
for the relationship between the offered load and the distribution
function of the delay, and he named it as an Erlang-A formula,
where A stands for abandonment (of a call) [23]. Garnett used
an intuitive analytic method by assuming a parameter called a
safety staffing, which corresponds to an excess capacity needed
to achieve the target service level such as the call blocking prob-
ability.

On the other hand, it is not an easy job to determine the
safety staffing parameter from traffic point of view in IP net-
work. Therefore, we use Baccelli’s method to obtain a formula
for the probability that the waiting time of a customer is greater
than 7', so that the impatient customers abandon his connection.

Let us assume that a network operator estimates the expected
waiting time of a customer periodically or on demand, so that
an arriving customer can be noticed about his expected wait-
ing time upon his arrival to the network. A customer determines

7 At present, we do not have data that indicates the exponential property in
customer’s impatience, but it is usual that users get impatient with the waiting
time in exponential manner.

whether he enters the network or not based on the following way.

When a customer hears upon his arrival to the network that
the expected waiting time of his flow is not greater than T, he
enters the network and waits for service. Otherwise, he aban-
dons the connection and leaves from the network, and he retries
later as a new flow.

Let us assume that D(X) is the distribution function of a
random variable that indicates the time of the customer’s im-
patience, and let T be the first order moment of D(X), which
is analogous to the delay parameter for the case of patient cus-
tomers.

Let E4 (s, p) be the equilibrium probability of an arriving cus-
tomer who decides not to enter the system because his expected
waiting time is supposed to be greater than 7'. Then, from [22],
we can obtain the following formula for E 4 (s, p).

l1+a
l+a—p/s

s—1
Ea(s.p) = Pt {1+ (£ -

1) 1

M

where o = 1/(Tps) and P, satisfies the following normaliza-
tion condition.

P 1
0= s—1 S
o P 1+a
R P P
s

Finally, we can obtain a relationship between traffic intensity
p, number of server s, delay target 7', and delay tolerance objec-
tives € in the network with impatient customers, which is given
as follows.

®)

where E 4(s, p) is given in (7). Note that the formula (8) is dif-
ferent from the formula (6). This is because the definition of
E4(s, p) is different from that of Ex(s,p): The former is de-
fined to be Pr{I¥ > T’} from the beginning, whereas the latter
is defined to be Pr{W > 0}.

Ea(s,p) <e.

B. Dimensioning the Bandwidth

Since the appearance of ATM network, the concept of effec-
tive bandwidth has been recognized as one of a few effective
methods to represent the statistical bandwidth amount required
to guarantee the packet-level QoS such as the packet loss and de-
lay for a source with relatively small number of traffic parame-
ters. On the other hand, we argue that one can use the flow-level
model of Erlang formula in estimating the number of flows from
the required flow blocking probability if one assumes that traf-
fic flows that belong to the same service class are allocated the
same bandwidth.

The effective bandwidth of a flow, denoted by BW,,, is calcu-
lated by using the well-known result such as Guerin’s formula,
which is summarized as follows [24]: If the average throughput
of each flow is m, then the total throughput from aggregated s
flows are M = s x m, because effective bandwidth is additive if
the sources are assumed to be homogeneous. If we assume that
the variance of the throughput of each flow is 72, then the vari-
ance of the throughput of aggregate is given by s x 72 from the



416 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 8, NO. 4, DECEMBER 2006

independence property between flows. Let the standard devia-
tion of the aggregate sources be &, then, we have § = /5 x 72.

When s is sufficiently large, we can exploit the central
limit theorem and the probability distribution of the aggregated
throughput is approximated to the Gaussian distribution. We can
find Gaussian distribution in access networks such as the modem
pools or switches where access lines from customers have lim-
ited capacities [25). Gaussian approximation gives us accuracy
and simplicity in estimating the aggregated traffic from a large
pool of users [26]. On the other hand, Gaussian approximation
has a possibility of having negative input, which is unrealistic.
Therefore, we assume that the input is distributed only in the
positive plane of a graph with a mean located at center.

From the assumption of Gaussian distribution, we can repre-
sent the total effective bandwidth from a group of independent
homogeneous users demanding the same kind of service with a
simple formula given as follows.

BW,, = M + aé. )

In (9), v is used as a safeguard factor in dimensioning the
equivalent bandwidth so that an SLA is not violated: That is,
the greater « is, the safer the link is to the connection (which
means less packet loss), and vice versa. Note that the intro-
duction of Gaussian approximation provides the network with
an exploitation of statistical variation of traffic rate, via which
more accurate prediction of traffic rate can be given to the net-
work as compared with either a deterministic estimation pro-
vided by network calculus based on a leaky bucket rate predic-
tor or an average-value based estimation provided by moving
average [15].

One may notice that Gaussian approximation is prone to un-
predictable error due to the period of measurement or the unsta-
ble variation of the network load. However, our work assumes
a stable network with a very large number of customers, so that
the problem is out of the scope of this work, and one can find
more information about this problem for the small time scale
network dynamics at [15]). When the distribution of bandwidth
usage follows Gaussian distribution with mean M and standard
deviation 4, the area obtained by summing the probability den-
sity function from BW,, to oo of right tail is equal to v, the
packet loss probability due to buffer overfiow. Then, we obtain
the following formula for o [26].

o= \/éerfc_l(Zd)) .
& /—2In(y) — In(2n) — In(—21In(y) — In(27)),

where

feta) = [ S
erfc(z) = —e Y.
s VT

Note that, even though Guerin’s effective bandwidth approach
assumes bufferless network model, we can use the above model
as an approximate tool for the estimation of buffered node if we
assume that packets are discarded when the traffic approaches
to a certain level of throughput, which we had assumed to be
BW,, in the present discussion. If this argument is allowed,
the Guerin’s model is considered to be a very useful method to

estimate an equivalent capacity of link for guaranteeing a certain
level of packet loss in the packet network.

Therefore, we can argue that adoption of Guerin's effec-
tive bandwidth approach is efficient for taking into account the
packet-level QoS measures in the current EPFL model com-
pared to the pure flow-aware network model where no packet
level performance can be taken into account in bandwidth di-
mensioning.

C. Link Utilization

Thus far, we have discussed only about the dimensioning as-
pect of the link for the L2 switch by focusing only on the guar-
antee of the flow-level and packet-level QoSs to the customers.

On the other hand, the efficiency of the network usage (in
other words, network utilization) is one of hot issues for the
network operator, because utilization of a network resource is
directly connected to the stable operation of the network as well
as the expected revenue of a network operator.

Bearing this fact in mind let us investigate the expected uti-
lization of the network for the proposed EPFL model. The uti-
lization, U, of the node which take into account the objective of
flow-level delay performance is defined by (10).

y - A=0)p

S

(10)

The utilization level is usually used by the network operator
as a criterion for the configuration and provisioning of additional
bandwidth. It is usual in the world of IP network that a network
operator prepares for the provisioning of additional link when
the link utilization reaches 50% or so [16].

IV. PERFORMANCE ASSESSMENT

In order to investigate the validity and implication of the pro-
posed model, let us carry out a series of numerical experiments.
First, let us compute the number of VCs under the predefined
QoS objectives such as the constraint described in (4). Next, let
us compute the required bandwidth of an output port of a switch
node using the result of the number of VCs. Finally, let us com-
pute the utilization of the network corresponding to the above
results.

Before carrying out numerical experiment, let us briefly dis-
cuss about a realistic situation of user connection into the net-
work. Let us assume that a number of xDSL? users are con-
nected to the network access router via an L2 switch with a port
speed of 100 Mbps per input link. It is usual that an output
port of an access router has a link capacity of 1 Gbps, so that
about 10 output ports of L2 switch are multiplexed to a single
input port of an access router and packets multiplexed from that
input port is distributed to a specific output port depending on
the routing protocol. The output port now transmits multiplexed
packets via a specific port for the next node in the core network.
Fig. 3 illustrates this situation.

Usually, the speed of user’s last mile link is negotiated be-
tween the Internet service provider (ISP) and the users in the

8x = A for ADSL and x = V for very high-speed digital subscriber line
(VDSL).
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L2 switch

Access router

Fig. 3. Architecture of access network.

form of SLA even though the maximum input speed of a cus-
tomer is 100 Mbps, and there exist a lot of different forms of
SLAs in terms of bandwidth and delay. Currently, the typical
bandwidth to an individual user provided by an ISP ranges from
a few Mbps to tens of Mbps [16]. For simplicity, let us assume
that the allowed maximum input rate of xXDSL is 10 Mbps per
subscriber, so that a maximum number of 10 active customers
can be accommodated to a single input link of L2 switch. When
10 active customers simultaneously occupy 10 VCs for an hour,
the total traffic will be 10 Erlangs.

Note, however, that a user does not always fully utilize the
link capacity of 10 Mbps, and there remains a possibility for the
over-booking of the input link of L2 switch for the customers
who behave in a statistical manner. Therefore, let us assume
that we do not mind the number of active users in the network.
Instead, let us assume that the input process for the node is repre-
sented by a unit of Erlang, and we will investigate the maximum
number of customers (synonymous with flows) that an input link
of L2 switch can accommodate simultaneously. The procedure
for the link dimensioning is composed of two steps, which is
given as follows.

Stepl: Flow-level VC dimensioning: For the given param-
eters from the flow statistics and QoS parameters such as the
target delay tolerance, compute the number of VCs for the ag-
gregated customers.

Step2: Packet-level bandwidth dimensioning: For the given
target delay tolerance and number of VCs, compute the effective
bandwidth for the aggregated customers.

The following subsections represent a detailed discussion on
these steps.

A. Dimensioning the VCs

In the flow-level dimensioning, we compute s, the number of
VC that has been defined in Section III-A, under the given flow-
level QoS constraint of the probability for the delay tolerance.

In order to compute the required number of VCs as a func-
tion of traffic load, the following traffic and QoS parameters are
assumed. Let us assume the traffic parameter first. The average
duration of a flow is assumed to be 180 seconds. The offered
load is assumed to vary between 2 and 20 Erlangs.® As to the

9Note that 20 Erlangs of traffic intensity can be accomplished by 4,000 sub-
scribed customers from a large apartment complex located in the metropolitan
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Fig. 4. Number of VCs for patient customers when T' = 1 second.

- Table 1. QoS parameters

Assumed values
1, 10, or 30 seconds
0.1,1,5,0or 10%

QoS parameters
Delay T’
Tolerance €

QoS parameters a few typical values are assumed, and they are
summarized in Table 1.

In the following experiment, we will investigate the required
number of VCs for two cases of patient and impatient customers.
We assume the same parameters for the two cases.

A.1 Dimensioning the VCs

Fig. 4 illustrates the number of VCs for the L2 switch which
accommodates patient customers as a function of the offered
load for different delay tolerance when T' = 1 second. The
z-axis represents the offered load, whereas the y-axis represents
the required number of VCs. As one may expect, the number
of VCs in the system increases basically as the offered load in-
creases. Note also that it depends on the probability of delay
tolerance: The severer the delay tolerance, the greater the num-
ber of required VCs.

In order to investigate the effect of T' to the number of re-
quired VCs, we compute the number of VCs for different values
of T'. Fig. 5 illustrates the number of VCs for the L2 switch
which accommodates patient customers as a function of the of-
fered load for a target delay of T' = 10 seconds. We assumed
three different delay tolerances of 1, 5, and 10% in this case.

Fig. 6 illustrates the number of VCs for the L2 switch which
accommodates patient customers as a function of the offered
load for T' = 30 seconds. We assumed the delay tolerance of
1, 5, and 10% in this case.

As we can find from Figs. 4-6, the required number of VCs
is sensitive to the values of tolerable delay 7" and its tolerance &.

A.2 VCs for Impatient Customers

Fig. 7 illustrates the number of VCs for the L2 switch which
accommodates impatient customers as a function of the offered
load for different values of delay tolerance when T' = 1 second.

city area if we assume that the busy hour connection attempt per customer is 0.1
and the mean connection duration is 180 seconds.
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Fig. 7. Number of VCs for impatient customers when 7" = 1 second.

We assumed the delay tolerance of 0.1, 1, 5, and 10% in this
case and in the sequel.

Figs. 8 and 9 illustrate the number of VCs for the L2 switch
which accommodates impatient customers as a function of the
offered load for different delay tolerance when T' = 10 and 30
seconds, respectively.

A.3 Comparison of Performance for Two Types of Customers

In order to compare the performance of the EPFL model
for different types of customers, the patient and impatient cus-
tomers, let us compare the required number of VCs for a switch
that accommodates patient customers and impatient customers
under the same traffic and QoS parameters. The parameters used

40
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Fig. 8. Number of VCs for impatient customers when T = 10 seconds.
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Fig. 9. Number of VCs for impatient customers when T' = 30 seconds.
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Fig. 10. Number of VCs for two types of customers.

in this experiment are two extreme cases, which is composed of
(T,e) = (1 second, 1%) and (T, ¢) = (30 seconds, 10%).

We presented four graphs for the four cases of user patience
(Delay threshold, Tolerance) in Fig. 10. As we can find from
Fig. 10, the number of VCs for two types of customers are al-
most the same when (T,¢) = (1 second, 1%): However, one
can note that the difference between the number of VCs for two
types of customers is evident when (7, £) = (30 seconds, 10%),
which becomes more evident as the offered load increases.

From this result, we can argue that the EPFL model assuming
the patient customers is safer as a method to estimate the number
of VCs in a switch, because it is more conservative than that
assuming the impatient customers.
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Table 2. Total bandwidth for three cases of delay QoS requirements.

Bandwidth capacity
Offered load | Case A | Case B | Case C
[Erlang] [Mbps] | [Mbps] | [Mbps]
4 72 61 44
8 110 94 72
12 142 121 99
16 174 148 121
20 201 174 142

Therefore, we argue that the EPFL model assuming the pa-
tient customers is favorable in link dimensioning for the BcN
access switch where there may exist impatient customers as well
as the patient customers. In the experiment described in the fol-
lowing subsections, we will focus on the experiment of an EPFL
model assuming the patient customers.

B. Dimensioning the Link Capacity

Now let us compute the equivalent bandwidth from the re-
sults obtained in the previous subsection. Let us assume that the
average throughput of each flow is m = 5 Mbps, then the total
average throughput from aggregated s flowsis M = sxm = 5s
Mbps, because the attributes of the traffic sources are assumed
to be homogeneous. Let us assume that the variance for the
throughput of each flow is 72 = (.5. Then, the variance of the
throughput of aggregate is given by 0.5s. The total bandwidth
requirement from s independent homogeneous users demanding
the same kind of service is then given by

BWey =M + ad =5s +

0.5sc. (11)

Note that @ in (11) can be determined by a given target value
for the packet loss probability, which is assumed to be no greater
than 1076, We obtained that « is equal to 4.75.

We assumed three cases for tolerable delay T and its toler-
ance ¢, which is summarized as follows

—Case A: T = 1 second and € = 0.1% — Tight QoS
— Case B: T = 10 seconds and £ = 1% — Moderate QoS
—Case C: T' = 30 seconds and £ = 10% — Loose QoS

Table 2 illustrates the total bandwidth of a link required to
accommodate the patient customers with three cases of delay
QoS requirements.

C. Performance of a Switch Node

Up until now we have focused on the dimensioning of link
capacity that is needed to guarantee required QoS parameters in
the combined flow and packet level. It is evident that guarantee-
ing proper level of QoS to users is an important spectrum of the
network design.

On the other hand, the performance of the network such as the
average utilization of the link is also a hot issue to the network
operators. Therefore, let us observe the average utilization of a
link for a set of traffic and QoS parameters that have been used in
the above experiments. Fig. 11 illustrates the average utilization
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Fig. 11. Average utilization of a switch node.

of an output port of an L2 switch as a function of the offered
load for the three cases that have been defined in Table 2.

As one can find from Fig. 11, the average utilization of a link
under the defined delay tolerance increases in a concave manner
as the offered load increases. It is also found that the severer the
delay tolerance, the lower the utilization. This is in accordance
with our expectation that the network utilization has to be kept
to a certain level so that a certain level of QoS is guaranteed to
the customers.

V. IMPLEMENTATION ASPECTS

We can think areas of implementation aspects of the proposed
FPFL model at the real operating network in a number of ways.
It is known that maintaining the list of flows in the commercial
equipment with link capacity up to OC-48 has been realized by
Caspian networks [27]. Therefore, the proposed model can be
applied to an L2 switch with link speed of 100 Mbps or routers
with link speed of a few Gbps located at any node of BcN.

The proposed EPFL model can be used as a resource alloca-
tion scheme for either streaming applications or elastic appli-
cations. As to the resource allocation scheme for an aggregate
of streaming applications, we can associate the peak rate band-
width allocation to a group of users as provisioning appropriate
number of VCs to that user group. As to the resource allocation
scheme for elastic applications that share a shared subscriber
link, we can associate the number of VCs to the number of flows
that share a link in a fair manner,'® which means that all the elas-
tic flows use the shared bandwidth fairly.

Concerning application of the proposed scheme in the provi-
sioning of network services, the concept of link dimensioning
based on EPFL model proposed in this work can be applied to
the provisioning of a thicker pipe between nodes in the network.
First, we can think of VoIP trunks, where VoIP traffic from mul-
tiple flows is aggregated into an LSP along the MPLS tunnel
inside a BeN backbone network.

10For a router that adopts a fair sharing principle, a link is shared in a fair
manner among the competing flows. For more detail, see [3], where a fair share
of bandwidth is realized over Intel IXP1200 network processor on the per-flow
basis.
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VI. CONCLUSIONS

In this work, we have presented a theoretical framework for
estimating the link bandwidth for BcN network, especially at
the subscriber node. The basic concept in the provisioning of
bandwidth at the node is flow-awareness, and thus the notion of
logical circuits called VCs is introduced.

Using the flow-Jevel delay measure and packet-level loss
measure, we developed a method to dimension the required
bandwidth for BcN access network that accommodate cus-
tomers with patience or without patience. By taking into account
the flow-level delay tolerance as well as the packet level packet
loss probability, we could obtain a more realistic method to pro-
vision the link capacity for the subscriber switch in the network
entrance.

The proposed method provides the network operator with a
method to an easy estimation of network bandwidth by consid-
ering the tangible QoS measure of flow-level delay and the in-
tangible QoS measure of packet loss probability in the design
of subscriber access network in a hybrid manner. Via extensive
numerical experiments, we illustrated the implication of the pro-
posed work, and we could provide a certain perspective abcut
the design of link capacity for BcN access network.

Therefore, the results illustrated in this work can be effec-
tively used in the estimation of an optimal number of connec-
tions in BcN. The result can be also applied to the allocation of
bandwidth pipes between gateway routers of neighboring ISPs,
because recently developed multi-service provisioning platform
can support various kind of network interfaces such as T1, T3,
Ethernet, Gigabit Ethernet, etc.

If a logical connection generated by two end hosts for a file
transfer, VoIP or a traffic tunnel between edge-to-edge of a core
network can keep up with the rate offered to it, the utilization of
the link can be improved very much. Thus, the proposed method
can be also useful in securing a high utilization if a fare share of
the link can be realized by a commercial router.

Our future research area includes the investigation of the per-
formance of current model for more realistic user traffic at-
tributes from specific service models such as VoIP, VPN, etc.
One more field for the future study is the investigation of the
relationship between the performance of full packet-level link
dimensioning model and our hybrid flow-and-packet-level link
dimensioning model regarding the required bandwidth and uti-
lization under the same conditions. We hope that we can make it
possible if we introduce the concept of CAC to the full packet-
level link dimensioning model, where the concept of flow-
awareness proposed in this work is incorporated into the esti-
mation of maximum number of flows a node can accommodate
in determining the admittance and rejection of a new flow.
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