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duction is usually much faster with fewer features.

1. Introduction

The feature selection problem involves selecting a best sub-

Feature selection is an important data mining problem
for numerous reasons [5]. It can be used to eliminate re-
dundant and irrelevant features from a data set, resulting in
a dimensionality reduction that reduces the learning time
needed for induction algorithms that are applied to the data
set, and in many cases also results in better (that is, more
accurate) predictive models. Careful feature selection can

improve the scalability of a data mining system as the in-

set of features from a finite subset and is therefore a dis-
crete optimization problem. As such, any number of well
known optimization approaches can be applied to this prob-
lem and previous work has for example used mathematical
branch-and-bound [6],
[11], and evolutionary search [4].

programming [2], genetic algorithms

In this paper, we propose the new feature selection

methodology, which applies an optimization method called

* This paper was supported by research funds of Chonbuk National University in 2005
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iteration. A sufficient condition for asymptotic convergence
is that this probability of correct selection is bigger than
one half, and to guarantee that a minimum probability is
obtained, and we can use a two-stage sampling procedure
that how much random effort,

determines sampling

N(y,d) [7], is needed from each region to guarantee
correct selection with probability ¥ within an indifference

zone & >0. The two-stage sampling also allows us to
further analyze the convergence of the algorithm and devel-
op statements concerning the quality of the solution once
maximum depth is reached. In particular, an expression can
be derived for the probability of having found sufficiently
good solution the first time maximum depth is reached:

Pr{| f(A (k) = f IS8} 2P, e @)

where 0 >0 is an indifference zone, that is a perform-
ance value difference that is considered insignificant, and

n

v

= e 3)
(-y) +y

where ¥ is the user selected minimum probability by

which a correct selection is made in each iteration, and »

is as before the total number of features. Sometimes it

may be beneficial to stop the algorithm early, that is, we

can specify a stopping depth %eor (W) <7 define the ob-

jective function on sets of feature subsets as

fFAk)) = gl;l;i(xk)f(a), ................................................... @)
and equation (3) holds with ¥ replaced with
d gop (1)
W' = v e (5)

Toog (1)

A=y) "ty

Partitioning for the feature selection problem reduces to
determine an order for the features and then the subregions
correspond to either including a feature or not including a
feature. Thus, assuming that the current most promising re-
gion is some subset A(k) C A of the entire feasible region,
then this subset is partitioned by fixing the next feature a
in the order, that is, the subsets are

Al(k)={A€A(k):aeA} ............................................ (6)
Az(k)={AEA(k):aéA} ............................................ (7)

The surrounding region is simply As(k) = A\A(k). Each
of these three regions is then sampled as discussed above
and based on these samples the next most promising region
is selected. In theory, the features can be selected in an
arbitrary order, but an intelligent partitioning where features
are ordered according to their information gain performs
significantly better, and this partitioning is used in all of
the numerical experiments below.

Given dsrop (n)’ o , W and an order ay, ap, , ap of features

Initialize A(0) €— A, k €= 0, A"= {} and f =
loop

A € {A€AMK): aEA),

Axk) € {AEA®K): awEA),

Ask) € A\ AR),

for every set Aj(k)
Al (k) = (), fita(k) < o0, i1
loop

Aji(k) <— Randomly select a feature subset
if fji(k)< fbist (k) then
fila(k) fji(k),Abje_g,(k) « A(k)

e i+1
until enough feature subset samples given
Sand ¥
if =3 then Atk + 1) € Ak - 1)
else Atk + 1) € Apk)

end
until d(A(k)) = dsrop(n)

<Figure 2> NP feature selection pseudocode

A complete description of the NPF is shown in Figure
2. Note that it uses a fixed number of ny samples to eval-
uate each region, starts with the set A of all possible fea-
ture subsets as the most promising region, and terminates
when the depth of the most promising region has reached
maximum, that is, it is a singleton. We also let A" be the
best feature subset found and f* be the corresponding per-
formance value, which is calculated according to equation
(1) above.
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3. Evaluation of the NP-Wrapper and
NP-Filter

In this section we present numerical results for tests of
the NPW and NPF when used to precede the Naive Bayes
algorithm. The code is written in Java using the Weka ma-
chine learning software library {10] for implementation of
the learning algorithms themselves. We used five data sets
from the UCI Repository of machine learning databases
[1]. The characteristics of these data sets are shown in
Table 1, from which we note that the sizes range from
148 to 3196 instances and from 9 to 69 features. As both
the NPF and NPW are randomized algorithms, we run five
replications for each experiment and report both the aver-
age and the standard error.

<Table 1> Characteristics of the tested data

Data Set Instances Features
tymph 148 18
vote 435 16
audiology 226 69
cancer 286 9
kr-vs-kp 3196 36

3.1 Value of Feature Selection

Our first set of experiments adcresses the effectiveness
of feature selection using the NPF and NPW for the se-
lected data sets. As noted before, the Naive Bayes is used
to induce classification models wita the selected features.
We measure the effectiveness along two dimensions. First

<Table 2> Accuracy of Naive Bayes with and without
feature selection.

NFS NPF NPW
Data Set :

Accu.|Size| Accuracy| Size |Accuracy| Size
lymph 85.1 | 18 | 85.4+1.0 10.6+2.1 | 86.2+0.8 9.2+0.8
vote 90.1 | 16 | 93.2+1.0 | 6.8+1.1 | 958+04 | 3.0+14

audiology | 71.2 | 69 | 71.2¢1.5 (27432 750423 | 23.0%3.9
cancer 734 9 73.8+0.4 | 5.8+0.8 | 75.7x0.2 3.6:0.9
kr-vs-kp | 88.0 | 36 | 90.8£2.1 |11.6+1.5| 944403 | 14.2+3.8
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we consider the accuracy of the models induced after fea-
ture selection compared to the corresponding models with-
out feature selection, and second we consider how many
features are eliminated, that is, how much smaller the mod-
els become when feature selection is employed.

The results for the Naive Bayes classification method are
shown in Table 2. Columns 2-3 show the results for no
feature selection (NFS), columns 4-5 show results for the
NPF and finally columns 6-7 for the NPW. First looking
at the accuracy we note that it actually improves or is no
worse when we use feature selection, and the models
where classification is preceded by a NPW have the high-
est accuracy. Indeed, there is an average of 1.5% improve-
ment in accuracy when we precede a Naive Bayes method
with NPF, and 4.7% when it is preceded with a NPW.
Such improvement in accuracy may or may not occur
when feature selection is employed. In particular, the per-
formance of Naive Bayes is known to be degraded by re-
dundant features and it appears that those are effectively
eliminated by both feature selection algorithms. What we
do, however, always expect from a feature selection proce-
dure is a significant reduction in the number of features,
resulting in simpler and easier to explain models. Table 2
demonstrates this reduction. For example, when the NPF is
used, the 69 features of the ‘audiology’ data are reduced
to an average of 27.4 features, and when the NPW is
used, they are reduced to an average 23.0 features. This is
a significant simplification of the models. Across all the
data set there is an average 52% reduction in number of
features when we use the NPF and an average of 64%
fewer features when we use the NPW. We note that the
NPW performs better on both the accuracy and simplicity
measures.

3.2 Importance of Intelligent Partitioning

We can ask how much of these previous results is due
to the generic NP framework itself and how much can be
contributed to the intelligent partitioning scheme developed
in this paper. To address this, we compare NP algorithms
using the intelligent partitioning to NP algorithms using all
other possible ways of partitioning. Since a partition is de-
fined by the order in which features are either included or
not, this implies considering all possible orders of the
features. In particular, we use a complete enumeration of
all partitions to find the best and worst one, and compare
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those to the intelligent partitioning. We first draw a sample
of 7 features and then apply the NP algorithms. Note that
we still have to evaluate 5040 different partitions. To as-
sure the sampling does not introduce a bias we repeat the
process five times, each time drawing an independent sam-
ple of 7 features. For those experiments we restrict our-
selves to the ‘vote’ and ‘cancer’ data sets and we only
consider the NPW with Naive Bayes classification. Results
for other configurations are similar and are omitted here
for brevity.

<Table 3> Accuracy of intelligent partitioning in NPW using

Naive Bayes.
Accuracy
Data Set
Intelligent Best Worst

1 90.8+0.3 91.0 86.4

2 95.9+0.0 95.9 94.3

vote 3 89.0+0.0 89.0 87.4
4 90.0+0.3 90.1 85.1

5 95.6:0.0 95.6 92.0

1 75.940.0 759 727

2 75.7£0.0 759 727

cancer 3 75.840.2 75.9 73.1
4 72.8+0.3 73.1 70.6

5 75.9+0.0 75.9 72.0

<Table 4> Speed of intelligent partitioning in NPW using

Naive Bayes.
Computation Time
Data Set
’ Intelligent Slowest Fastest
1 3812 20370 2814
2 3515 19408 2153
vote 3 3371 35080 2784
4 3690 18046 2774
5 3433 17375 3094
1 2740 14050 1382
2 2624 16013 1372
cancer 3 2664 20390 1342
4 4969 25226 1362
5 2642 6920 1372

In Table 3 the prediction accuracy of the models using
intelligent partition, and the best and worst partition found
using enumeration are reported. We note that the accuracy
found using the intelligent partition is very close to the
optimal. In particular, for half of the problems the in-
telligent partitioning always results in the same accuracy as
the optimal partition, and for the other half the perform-
ance is within one standard deviation. On the other hand,
we note that partitioning poorly results in feature subsets
that have significantly lower accuracy but even for the
worst possible partitibn the NP method is still able to ob-
tain fairly high quality subsets.

We also compare the computational time used by the
NPW if different partitioning schemes are used, These re-
sults are reported in Table 4 and we see that again using
the intelligent partitioning results in performance that is
fairly close to the optimal, although this time there is more
different than with respect to accuracy. Thus, we can con-
clude that the NPF is capable of compensating fairly well
for poor partitions in terms of obtaining accurate models,
but this occurs at the expense of using very long computa-
tion time. The intuitive reason for this is that any NP al-
gorithm can compensate for mistakes, that moves in the
wrong direction, by backtracking, but frequent backtracking
is time consuming and will slow the search significantly.
We conclude that a good partition is important with respect
to both obtaining high accuracy models and in the time it
takes to find the appropriate feature subsets, and of the
two the latter is by far the most significant.

3.4 Comparison with GA Feature Selection

Genetic algorithms (GA) are similar to the NP method
in that they use a randomized search strategy to explore
the set of alternatives, in this case all possible subsets of
features. They have also been shown to perform well for
the feature selection [11]. Genetic algorithms thus provide
a useful benchmark for comparing the performance of the
new methodology.

These GA comparisons use Naive Bayes as the classifier.
The maximum depth for the NPF is taken to be the mini-
mum depth, and as before 5 replications are run for each
algorithm. The NP-based algorithms and the GA algorithms
are allowed to run for the same amount of time and the
GA parameters were selected for best overall performance.
Thus, NP and GA are compared only in terms of accuracy
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and the size of the selected subsets.

The first experiments compare the NPF with GA search
that uses the same evaluation criterion, that is, a corre-
sponding GA-Filter (GAF). The results are reported in
Table 5. The accuracy of the sets obtained by the two al-
gorithms appears to be quite similar. Although the average
accuracy obtained by NPF is strictly better for all five of
the test sets, the difference is only statistically significant
for the ‘vote’ data. The difference in performance may be
explained by the fact that the NPF tends to select slightly
larger feature subsets for all but one of the data sets.

<Table 5> Comparison of NPF and GAF.

QIELY BOHE Y

NPF GAF
Data Set - -
Accuracy Size Accuracy Size

lymph 85.7+0.7 11.8+1.6 84.3x1.3 9.8+1.1
vote 99.0+1.4 54425 94,3+1.3 3.8£1.3
audiology 70.543.1 11.6£1.8 69.6+0.9 9.0+2.3
cancer 73.7+£0.4 4.6+0.6 73.6+0.2 5.6=1.1
kr-vs-kp 90.7x1.3 7.60.9 89.8+1.4 4.8+1.3

A similar comparison with the NPW and a correspond-
ing GA-Wrapper (GAW) is reported in Table 11, and the
results are similar to the filter results. The NPW has high-
er accuracy for three out of the five data sets, the GAW
is better for one, and the two are tied for the ‘cancer’ da-
ta set. However, none of these differences are statistically
significant.

<Table 6> Comparison of NPW and GAW.

NPW GA Filter
Data Set - -
Accuracy Size Accuracy Size

lymph 86.0x1.8 | 9.4+09 84.9£1.6 12.0+0.7
vote 94.310.5 5.8+0.5 95.1+0.8 5.6x1.5
audiology 73.5+2.5 14.044.3 72.0+1.7 38.0£9.3
cancer 74.3x0.9 42+1.6 74.30.6 5.0x1.4
kr-vs-kp 94.2+0.1 7.4+1.7 92.4+0.7 19.3£3.1

We conclude that the new methodology is a promising
alternative and is certainly competitive to other methods
such as GA that produce high quality feature subsets.
However, we do not expect the NP-based methods to out-
perform GA for every data set.
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4. Case Study-Recommender Systems

In e-commerce applications, recommender systems in-
telligently suggest products to users as well as provide in-
formation that helps users make a decision which products
to be of interest, based on rules or knowledge extracted
from data storing observed user behavior and experience
profiles. The success of such recommender systems depends
on how good quality of recommendations can be made to
users. It is very important to recommend the correct prod-
ucts users since such a recommendation lead to have users
positively respond.

In this section, the recommender system for an Internet
auction system [8] to facilitate reverse logistics is provided
using classification rules. The Internet auction system is in-
tended to bring together a fragmented market of manu-
facturers, recyclers, demanufacturers and others interested in
the take-back and reuse of obsolete recyclable products. To
support such an auction system, the recommender system is
proposed that among other functions recommends to a user
if they should participate in a particular auction. However,
it is equally important that a user understands what goes
into such recommendation and thus, feature selection is
used to build a simple recommendation model that can be
easily explained. This is a critical aspect due to the frag-
mentation of the market, which implies that many potential
users are unfamiliar with each other and the range of
available products. The new feature selection algorithm ap-
plying a nested partition method is used for reducing the
number of features.

4.1 Recommender System for Reverse Logistics
Internet Auction

This auction system simulates the growing industry of
electronics recycling. The reverse logistics or returned prod-
ucts from consumers can be regarded as a movement proc-
ess of various types of products or raw materials back
from consumers for any reasons. The Internet auction sys-
tem facilitates the process of reverse logistics for recycling.
Three types of participants, three manufacturers, three de-
manufacturers, and three recyclers, participate an auction
for 6 rounds. In each round, participants can bid price and
quantity of items to sell or to buy [8].
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B2B Muatk«t Place

Coffesm sk ers

<Figure 3> Relationships among participants in the online
market place.

We constructed a data set from a database gathered in
that prototyped auction system, namely auction participation
data set. Based on the data set, we construct recommender
systems that consist of classification and feature selection.

(o] IIH 24,

the class feature in the data is YES/NO depending on if
the user participated in a particular auction or not. The de-
tailed description of which is shown in Table 7. The data
set contains 2592 instances, each of which states an exam-
ple of an auction including historical and current data of
each participant. Using classification, specifically C4.5, we
construct recommender system to generate concrete rules
that can figure out which auctions have users interested.
We expect to create rules that may catch out some implicit
facts, not just obviously simple ones.

<Table 7> Data set for auction participation.

Type of Feature Feature
Item
Product ItemContainsCPU
Description TtemContainsShell
ItemContainsPlastic
Round Round

1CPU —
¥ ] Coffeemal
1wt Plasti ) Barafacoirer
——» 1cPU
Demarnfacturer [ 1 Meanory Board
— M
1 Computer 1
1 unit Plastic
1 Shal Recycler
— b

<Figure 4> Relationships among products traded online
(bold) and sold externally.

As seen in Figure 3 and Figure 4, Each manufacturer
sells computers, and produces and sells coffee makers out-
side the auction, each of which consists of 1 CPU and 1
unit of Plastic that can be purchased from the auction.
Demanufacturers buy computers from manufacturers and
CPUs, shells.
sell outside the

disassemble into memory boards, and

Demanufacturers  can memory boards
auction. Recyclers buy shells from demanufacturers and
transforms them into plastics. However, the participants can

participate in any auction they want.

4.2 Recommendation for Auction Participation

In order to figure out which auctions can attract partic-
ipants, the data set below is constructed by consisting of
31 features and 1 class feature. Those features state behav-
iors of each participant in each auction round for a specif-
ic item as well as characteristics of the auction itself and

PriceForLastComputerAuction

QuantityForLastComputerAuction
PriceForLastCPUAuction
QuantityForLastCPUAuction

Information on
Last Transaction
to Occur

PriceForLastShellAuction

QuantityForLastShellAuction

PriceForLastPlasticAuction

QuantityForLastPlasticAuction

TimeOfParticipantsLastComputerAuction

PriceForParticipantsLastComputerAuction

QuantityForParticipantsLastComputerAuction

CategoryOfParticipantsLastComputerAuction

TimeOfParticipantsLastCPUAuction

PriceForParticipantsLastCPUAuction

QuantityForParticipantsLastCPUAuction

Information on

Last Transaction CategoryOfParticipantsLastCPUAuction

with Participants
Involvement

TimeOfParticipantsLastShell Auction

PriceForParticipantsLastShell Auction

QuantityForParticipantsLastShellAuction

CategoryOfParticipantsLastShell Auction

TimeOfParticipantsLastPlasticAuction

PriceForParticipantsLastPlasticAuction

QuantityForParticipantsLastPlasticAuction

CategoryOfParticipantsLastPlasticAuction

ParticipantName

Participant —
ParticipantType

Class

ParticpateInAuction




Figure 5 shows top nodes of the decision tree. The top
node, Participant Type, is branched into Manufacturer,
Demanufacturer and Recycler.

cycler

~—.
;—) Re
Demarnfactrer|
Rem Conttaing Rem Conttains
Plastic cP1I

<Figure 5> Root of decision tree.

Since feature selection is not applied to generate this
tree, the size is too big to be shown in one simple tree.
Next several figures represent the decision tree for auction
participation.

First let's consider auction bekaviors of manufacturers
and make some interesting rules (See Figure 6). Simply we
can figure out several rules or conditions from the tree that
are used to recommend the aucton to manufacturers as
shown in following examples.

CPU auction recommendation:

— If the item is CPU, then we recommend the auction.

Time Sice M's
Last Com. Avacticnn

<1 <0

Time Sirwce M’ ¢
Last CPU Sction

Category of M ¢
Last Com. Aurtien

<Figure 6> Decision tree of manufacturers' auction reco-
mmendation.

o Q4 MEIGE FM AAH 83

The first rule about the CPU auction is of course ob-
vious as stated previously and does not provide any mean-
ingful context. Computer and Shell auctions for manu-
facturers are more complicated than that of CPU.

Computer auction recommendation:

— If the time since the manufacturer last participated in
a computer auction is less than or equal to 1 round,
then recommendthe auction.

— Else if the time since the manufacturer last partici-
pated in a computer auction is greater than 1 round
and the manufacturer bought computers in the last
auction, then recommend the auction.

— Else if the manufacturer sold computers, then do not
recommend.

It may be interpreted as follows; if the manufacturer
participated in the computer auction right before the current
round or has never been participated, the manufacturer
want to sell computers, which is natural. Otherwise if the
manufacturer did not participate in the last round of a
computer auction and has bought computers previously, the
manufacturer wants to participate in the current auction.
That implies that the manufacturer bought computers to
earn more money that can be used to buy CPU and
Plastic in the last auction, or the manufacturer want to sell
computers that have left up to the current round. That is
not surprising in that everyone wants to maximize a profit.
Thus, even though manufacturers sold all computers they
had, they would want to make more coffee makers to be
sold continuously, which means they act as a broker.
Thinking collectively, we recommend a computer auction to
manufacturers inferred as they have unsold computers. For
the other auctions, the system can generate recommendation
rules that can be interpreted in the same manner above.

Now let's look at the decision tree for demanufacturers
(See Figure 7). The top node of demanufaturers splits ac-
cording as an item is plastic or not. Intuitively if the item
is plastic, the demanufacturer wants to act as a broker
since a plastic is not a part of memory boards. If the item
is plastic, the recommendation rules for demanufacturers are
as follows;

— If the demanufacturer sold plastics last with higher

price, then recommend the auction.

— Else if the demanufacturer bought plastics last and

traded large amount of shells last, then do not rec-
ommend the auction.



— Else if the demanufacturer traded small amount of shells Since demanufacturers behave as a broker, they would
last and CPUs were traded with low price last, then  be interested in auctions that they can make much profit,
recommend the auction. which is directly reflected in the first rule. The rest of

— Else, do not recommend the auction. rules imply that if they did not earn money from shell and

CPU auctions, they would turn their interest to the plastic
auctions to make money through the broker's behaviors.
For recyclers, what kind of an auction should be recom-

T
& mended? In a word, recyclers do not act behaviors of a
Plagtic Auction

by broker in that the first node splits depending on whether or
not the item contains CPU. The items that contain CPU

<00 | >80 <o >9 €32 >2 are computer and CPU itself. Thus from the tree, it is
Price fLast EN ves . > easily found that the auction for items containing CPU is
CPU Auction - Shell . . .
<75 573 Quntity of Last ‘fescpu .- not recommended to recyclers, which implies that recyclers
BN <700 700 EN [ ] do not participate in auctions as a broker only.
We investigated recommendation rules based on decision
Comp. Anction . e . . .
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<Figure 9> Decision tree reduced by feature selection

Generally, most learning algorithms are not scalable with
the increasing number of features. Thus it is critical to re-
duce the feature dimension for faster induction of
<Figure 8> Decision tree of recyclers' auction recom- classification. Even though the number, 32, in this proto-

mendation. typed data set is quite manageable, real data sets would




have huge amount of data. In order to reduce the feature
dimension, the NPW is used with C4.5. Hence, we have
much smaller size of data set with 10 selected features but
even accuracy improvement, 84.7% versus 85.5%.
The selected 10 features are as follows;

— ltem

— ItemContainsCPU

— TtemContainsShell

— Round

— PriceForLastComputerAuction

— PriceForLastPlasticAuction

— QuantityForParticipantsLastComputerAuction

— CategoryOfParticipantsLastComputerAuction

— ParticipantName

— ParticipantType

The induced decision tree based on the reduced data set
is shown in Figure 9. Comparing time to build the model,
1.94 seconds for full data set is significantly reduced to
0.64 seconds for reduced data set. Of course, the size of
the tree also becomes much smaller, which means that the
small size of decision tree can be more easily interpreted
and provide clear recommendation.

5. Conclusion

We have developed a new optimization based feature se-
lection methods that can be implemented as both a filter
and a wrapper. The methods provide significant con-
tributions in that the NP based feature selection algorithm
has an optimization framework even presenting a scalable
structure and can effectively be used to create learning
models that are easily interpreted as a preprocessing step
prior applying learning algorithms. The major contribution
of this paper is that the new approach with an optimization
framework can guarantee an optimal solution given a cer-
tain distance of the optimum with a given probability after
a finite time stopping criterion is satisfied. The numerical
results show that the new method performs quite well on
several comparison test problems. Through numerical re-
sults, we showed why intelligent partitioning is important
with respect to accuracy and speed and that using random
sampling on instances can be a potential way for handling
large number of instances in the NPF. As a case study of
the NP feature selection method, we constructed recom-
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mender systems for auction participation and auction bids
using a classification rule with their interpretations. It
would be meaningful that this research provided how fea-
ture selection and learning algorithm can make contribution
on an online auction system. However since the recom-
mendation rules were derived using data gathered from a
prototyped system having some limitation, for example,
sealed bid double auction system and limited number of
rounds, products and users. Thus, it is hard to apply these
results to a real auction system by the stated limits, which
could be further investigated for applying the system into a
real situation as future research.
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