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NUMERICAL METHODS FOR A
STIFF PROBLEM ARISING FROM

POPULATION DYNAMICS

Mi-Young Kim

Abstract. We consider a model of population dynamics whose
mortality function is unbounded. We note that the regularity of the
solution depends on the growth rate of the mortality near the max-
imum age. We propose Gauss-Legendre methods along the charac-
teristics to approximate the solution when the solution is smooth
enough. It is proven that the scheme is convergent at fourth-order
rate in the maximum norm. We also propose discontinuous Galerkin
finite element methods to approximate the solution which is not
smooth enough. The stability of the method is discussed. Several
numerical examples are presented.

1. Introduction

We consider the following nonlinear Gurtin-MacCamy system:

(1.1)

∂u

∂t
+

∂u

∂a
+ µ(a, p(t))u = 0, 0 < a < a†, t > 0,

u(0, t) =
∫ a†

0

β(a, p(t))u(a, t)da, t > 0,

u(a, 0) = u0(a), 0 ≤ a < a†,

p(t) =
∫ a†

0

u(a, t)da, t ≥ 0.
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Here, the function u(a, t) denotes the age-specific density of individuals
of age a at time t and p(t) denotes the total population at time t. The
demographic parameters µ = µ(a, p) ≥ 0 and β = β(a, p) ≥ 0 are
the death and the birth rates, respectively, at age a with the total
population p. System (1.1) describes the evolution of the age density
u(a, t) of a population with a maximum age a† < ∞, whose growth is
regulated by the vital rates β(a, p) and µ(a, p) (see for example [2, 3,
9]).

In recent years, several numerical methods have been proposed for
the approximation of the solution of (1.1) (see for example [1] and the
references cited therein). There, the maximum age a† was assumed to
be infinite and/or the mortality function µ was assumed to be Lipschitz
continuous.

In this paper we consider the case that all individuals of the popula-
tion have a finite life-span and thus the maximum age a† is finite. It is
known that, when the maximum age is infinite, the solution is smooth
and its derivatives are bounded if certain compatibility conditions at
origin are satisfied ([2]). However, in the case that the maximum age is
finite, the solution may happen to be stiff depending on the mortality
µ, even if those compatibility conditions are satisfied.

We note that the regularity of the solution depends on the growth
rate of µ near the maximum age. We propose two schemes for the ap-
proximation of the solution to (1.1); one for the smooth solution and
the other one for the nonsmooth solution. For the smooth solution, we
propose Gauss-Legendre methods (fourth order implicit Runge-Kutta
methods of two stage) to the integration of the ODE along the charac-
teristics, whose collocation points are zeros of the linearly transformed
Legendre monic polynomial. Stability of the method is then proved
using the nonnegative property of numerical solutions. In the last two
sections, we discuss discontinuous Galerkin finite element methods for
the approximation of the non-smooth solution.

The organization of the remainder of this article is as follows. In
the next section, we describe the hypotheses and investigate regular-
ity of the solution to problem (1.1), which is needed in Section 3 for
the proof of an optimal convergent rate. In Section 3, we present a
collocation method. We prove that the numerical solutions are non-
negative. We also show that the scheme is stable and it has an optimal
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convergence rate of fourth order. In Section 4, we report results from
numerical experiments with some remarks. In Section 5, we introduce
a discontinuous Galerkin finite element methods for the approximation
of the non-smooth solution. In the last section, we provide an L2 error
analysis and the stability of the method.

2. Hypotheses and regularity of solutions

Throughout the paper, we assume that the death process takes the
separable form:

µ(a, p) = m(a) + M(a, p),

where the function m is called the natural mortality and the function
M is called the external mortality caused by external “force”. (See [3]
and references cited therein for biological meanings.)

We shall also assume the following hypotheses: For some integer
k ≥ 0,

(H1) the nonnegative function u0 belongs to Ck([0, a†)) and has a
compact support in [0, a†),

(H2) β ∈ Ck+1([0, a†)×[0,∞)), ∂β
∂p ∈ Ck([0, a†)×[0,∞)) are bounded

for bounded p, and 0 ≤ β(a, p) ≤ β for some positive constant
β, and β(·, t) has a compact support in [0, a†),

(H3) 0 ≤ µ(a, p) = m(a) + M(a, p), where
∫ a†
0

m(a) da = +∞, M ≤
M for some positive constant M , m ∈ Ck+1([0, a†)), and M ∈
Ck+1([0, a†) × [0,∞)), ∂M

∂p ∈ Ck([0, a†) × [0,∞)) are bounded
for bounded p.

Under the assumptions (H1)–(H3), it is known ([3]) that problem (1.1)
has a unique nonnegative solution, global in time.

Concerning the natural mortality m, we also assume the following
growth rates near a† [5], which will be used to prove the regularity of
solutions of (1.1):

(H4) For a near a†, m takes the form m(a) = c/(a† − a), for some
c ≥ k + 1, or m(a) = c/(a† − a)α, for some α > 1, c > 0,

(H5) there exist positive constants a∗ < a† and m such that 0 ≤
m(a) ≤ m for a ∈ [0, a∗] and m is monotone increasing in
[a∗, a†) with m(a∗) = supa∈[0,a∗]{m(a)}.
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We now investigate regularity of the solution of (1.1), which is
needed in Section 3 for the proof of optimal rate of convergence.

Theorem 2.1. Assume that (H1)-(H5) hold. Then, for each t ≥ 0,

u(a, t) approaches zero as a tends to a† and ∂lu
∂al remains bounded, for

0 ≤ l ≤ k+1. Furthermore, for each t > 0, ∂lu
∂al and dlm

dal u, 0 ≤ l ≤ k+1,
approach zero as a tends to a†. If m takes the form m = c

a†−a near a†,
then the last statement holds only when c > k + 1.

From Theorem 2.1, we have the following regularity result for the
solution u(a, t) of system (1.1).

Theorem 2.2. Assume that (H1)-(H5) hold. Then the solution u
of (1.1) belongs to Ck+1([0, a†]× [0, T ]\{(a, t) | a = t }) for some T > 0.
If further the compatibility conditions given below are satisfied, then
the solution u of (1.1) belongs to C1([0, a†]× [0, T ]).

u0(0) =
∫ a†

0

β(a, p0)u0(a)da, p0 =
∫ a†

0

u0(a)da,

u′0(0) = −{µ(0, p0) + β(0, p0)}u0(0)

−
∫ a†

0

{∂β

∂a
(a, p0) +

∂β

∂p
(a, p0)p∗ − β(a, p0)µ(a, p0)

}
u0(a)da,

where p∗ = u0(0)− ∫ a†
0

µ(a, p0)u0(a)da.

3. The Numerical Method and Convergence

We consider the cohort function vτ (t) = u(t + τ, t), t ≥ tτ , where
tτ = max{0,−τ}, corresponding to age τ and it keeps track along the
characteristic of individuals of the population who are initially of age
τ as time evolves. Then, noting that

d

dt
vτ (t) = −µ(t + τ, p(t))vτ (t), t ≥ tτ ,

we have the following:

(3.1)
d

dt
u(t + τ, t) = −µ(t + τ, p(t))u(t + τ, t), t ≥ tτ .
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Let us denote by h = ∆t the age-time discretization parameter
chosen so that J = a†/h is a positive even integer. Let T > 0 be
the final time and let N = [T/h] be a positive integer. Let us ease
the notation by setting aj = jh, 0 ≤ j ≤ J, tn = nh, 0 ≤ n ≤ N ,
and fn

j = f(aj , t
n) for a function f(a, t) of age and/or time. For the

approximations Un
j of u(aj , t

n), we first note, from the solution of the
system (1.1), that u(a†, t) = 0. We thus let Un

J ≡ 0.

For the approximation of the differential equation of problem (1.1),
we apply a modified collocation method (or modified fourth order im-
plicit Runge-Kutta method of two stage) along the characteristics.
That is, for 3 ≤ n ≤ N − 1, 0 ≤ j ≤ J − 2, we use the following
algorithm:

(3.2)

ξ1 = Un
j − h

{
1/4 µ̃n+c1

j+c1
ξ1 +

(
1/4−

√
3/6

)
µ̃n+c2

j+c2
ξ2

}
,

ξ2 = Un
j − h

{(
1/4 +

√
3/6

)
µ̃n+c1

j+c1
ξ1 + 1/4µ̃n+c2

j+c2
ξ2

}
,

Un+1
j+1 = Un

j − h/2
{

µ̃n+c1
j+c1

ξ1 + µ̃n+c2
j+c2

ξ2

}
,

where µ̃n+ci
j+ci

= µ(aj + cih, Pn+ci), c1 = 1/2−√3/6, c2 = 1/2 +
√

3/6,
(3.3)
Pn+c1 =

{
55/24− (107/216)

√
3
}
Pn − {

59/24− (71/72)
√

3
}
Pn−1

+
{
37/24− (47/72)

√
3
}
Pn−2 − {

3/8 + (35/216)
√

3
}
Pn−3,

(3.4)
Pn+c2 =

{
55/24 + (107/216)

√
3
}
Pn − {

59/24 + (71/72)
√

3
}
Pn−1

+
{
37/24 + (47/72)

√
3
}
Pn−2 − {

3/8− (35/216)
√

3
}
Pn−3.

And for the approximation of the integral equations of problem (1.1),
we use the Simpson’s rules. That is, for 0 ≤ n ≤ N − 1, we use the
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followings:
(3.5)

Un+1
0 =

h

3− β̃n+1
0 h

[
4β̃n+1

1 Un+1
1 + β̃n+1

2 Un+1
2

+

J
2−1∑

k=1

(
β̃n+1

2k Un+1
2k + 4β̃n+1

2k+1U
n+1
2k+1 + β̃n+1

2k+2U
n+1
2k+2

)]
,

Pn+1 =
h

3
{
Un+1

0 + 4Un+1
1 + Un+1

2 +

J
2−1∑

k=1

(
Un+1

2k + 4Un+1
2k+1 + Un+1

2k+2

)}
,

where β̃n
j = β(aj , P

n). For the initialization, we may use the schemes
based on the method of characteristics ([4], for example) together with
Richardson extrapolations. We now prove that the approximate solu-
tions Un

j , Pn of the problem are nonnegative.

Theorem 3.1. Assume that (H1)-(H5) hold. If 0 < h < h∗ and
Un

j ≥ 0, Pn ≥ 0 for 0 ≤ n ≤ 3, j ≥ 0, then Un
j ≥ 0, Pn ≥ 0 for all

0 ≤ n ≤ N and 0 ≤ j ≤ J , where h∗ = min
{

2
M+m

, 1
6M

}
for α = 1 and

h∗ = min
{

2
M+m

, 1
6M

,
[
c
{√

3
((

1
3

)1/α−(
3
11

)1/α)}α]1/(α−1)}
for α > 1.

Next, we prove the stability. In view of Theorem 3.1, we will prove
that the numerical solutions are bounded above by a constant.

Throughout the paper C will denote a generic positive constant
which is independent of h and not necessarily the same at each occur-
rence.

Theorem 3.2. Assume that (H1)-(H5) hold. If 0 < h ≤ h∗∗ =
min{h∗, 1

β
} and Un

j ≥ 0, Pn ≥ 0 for 0 ≤ n ≤ 3, j ≥ 0, then there

exists a positive constant C = C(h∗∗, T ) such that 0 ≤ Un
j ≤ C, 0 ≤

Pn ≤ C for all 0 ≤ n ≤ N and 0 ≤ j ≤ J .

We now show that the implicit Runge-Kutta formulation (3.2)–(3.5)
can be viewed as a discretized collocation approximation. As far as
actual computation is concerned, implicit Runge-Kutta formulation is
preferable. The advantage of collocation formulation is that it lends
itself conveniently to analysis.

We note that c1 and c2 of (3.2)–(3.4) are zeros of the linearly trans-
formed Legendre (monic) polynomial P2(t) = t2 − t + 1/6 that is the
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orthogonal polynomial for the weight function ω(t) ≡ 1, 0 ≤ t ≤ 1. We
also note that we may write Un

j = Un
n+k, for 0 ≤ j ≤ J , −n ≤ k ≤ J−n.

We now consider the following collocation approximation along the
characteristics: Let V 0

k = u0(kh) and V n
0 = un

0 , for 0 ≤ k ≤ J,
0 ≤ n ≤ N . Then, for 0 ≤ n ≤ N − 1, −n ≤ k ≤ J − n − 2, we
find a second degree polynomial along the characteristics, v(t + kh, t)
for tn ≤ t ≤ tn+1 satisfying
(3.6)
vn

n+k = V n
n+k,

d

dt
v(tn + kh + clh, tn + clh) =

− µ(tn + kh + clh, p(tn + clh))v(tn + kh + clh, tn + clh), l = 1, 2,

and we set V n+1
n+k+1 = vn+1

n+k+1. The implicit Runge-Kutta formulation
(3.2)–(3.5) is identical to the collocation method (3.6). We can now
prove that the approximate solution by the algorithm (3.2)-(3.5) con-
verges to the true solution at a fourth order rate. Let En

j = un
j − Un

j ,
en
j = un

j − V n
j , ẽn

j = V n
j − Un

j , for 0 ≤ n ≤ N, 0 ≤ j ≤ J, and
ρn = pn − Pn, 0 ≤ n ≤ N, and let

‖χn‖`1 =
J∑

j=0

|χn
j |h, n ≥ 0.

Theorem 3.3. Assume that (H1)-(H5) hold with k = 3. Let u ∈
C4([0, a†] × [0, T ]) and let u have bounded derivatives through fifth
order in the characteristic direction τ = 1√

2
(1, 1). If T = Nh is fixed,

0 < h ≤ h∗∗, and if we assume that |En
j | = O(h4), |ρn| = O(h4), for

0 ≤ n ≤ 3, j ≥ 0, then there exists a positive constant C, independent
of h, such that

max
0≤n≤N

max
0≤j≤J

|un
j − Un

j | ≤ Ch4 and max
0≤n≤N

|pn − Pn| ≤ Ch4.

4. Numerical Results

In this section we present several numerical results. In all tests we
computed the order of convergence of the algorithms by the well-known
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formula:

r(h) =
log E(h)

E(h/2)

log 2
,

where E(h) is the approximation error defined by

E(h) =
{

maxn≥1,j≥0 |Un
j − u(aj , t

n)|, for population density,

maxn≥1 |Pn − p(tn)|, for total population.

Throughout Examples 4.1–4.3, we test the scheme (3.2)–(3.5), call it
CRK, and compare with the characteristic method (CM). Here, CM
is the backward Euler method along the characteristic line dt/da = 1.

Example 4.1. We solve problem (1.1) with the following data:
With a† = 1,

m(a) = 1/(1− a), M(a, p) = p, β(a, p) = 4,

and u(a, 0) = 4(1 − a) exp(−α∗a) Here α∗ is given by the relation

α∗ =
∫ 1

0
(β −m(a))ω(a)d a and is computed as α∗ ≈ 2.5569290855.

Example 4.2. We solve problem (1.1) with the same data as Ex-
ample 4.1 except

M(a, p) = p2.

Example 4.3. We solve problem (1.1) with the same data as Ex-
ample 4.1 except

m(a) = 1/(1− a)3.

In all the examples the compatibility conditions given in Theo-
rem 2.2 are satisfied. Tables 1–3 show the error, effective order of
convergence, and CPU user time of both methods for the population
density u and total population p when T = 1. We see that the process-
ing times for the fourth order method (CRK) are less than twice those
for the first order method (CM). It is also noticed from the values on
these tables that the fourth order method (CRK) using a time step as
large as 1/8, is more accurate than the first order method (CM) used
with 1/64 and running times in the ratio of 1:8. We also note that
(CM) requires a small h to have an accurate solution, as seen in the



Numerical methods for a stiff problem 169

tables. It was observed that, in actual numerical computation, nonneg-
ative solutions were obtained for any reasonable size h, for example,
0 < h < 1. It was also noted that the explicit Runge-Kutta methods
produced a big spurious oscillation and nonnegative solution was not
obtained even with small h. Thus, it is necessary to use an implicit
Runge Kutta method for the initialization procedure.
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Table 1. Convergence estimates for Example 4.1.
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Table 2. Convergence estimates for Example 4.2.

��� �����
� � � �

� 	�
 ��
 ��
 ��
 	�
 ��
 ��
 ��
 ����� 	�
 ��
 ��
 ��
 	�
 ��
 ��
 ��
 �����
����� ��� ����� �"!�#$� !�� !�% �&� � �"#��"'��"% �"� !"# ��� �"% ��� �"��'$� !"%�� %�� �&� �&� ���"��("!&��' !&� !�% ��� �$�
�)���)( ��� ���"���"#�#$� �"� ��% �&� !��"!����)�"( �"� �"� ��� �"# ��� �"���"#�!"'�! �&� �&� �&� ���"�&��%&��� ��� �&� ��� �"#
�)�"%�! ��� ��!"%��"��("( ��� ��# �&� ���"%�#��)!"! �"� �"# ��� �"� ��� �"���"��%"!�( �&� ��( �&� ���"���"����� ��� ��( ��� ��#
�)�"("� ��� �&�"�)�"%��"� ��� ��' �&� �"�"� �"("��# �"� �"! ��� %�� ��� �"���"�����)� �&� �)� �&� ���"���"���$� ��� �)� ��� ("%

*

Table 3. Convergence estimates for Example 4.3.
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5. Discontinuous Galerkin Method

In this section, we assume µ to be of the form

µ = λ/(a† − a)α, 0 < α < 1, for some λ > 0,near the maximum age a†,

which means that the growth rate is mildly stiff. For demographic
purposes, an appropriate µ can be achieved by considering a large value
of λ. In that case, the solution is not smooth enough as the classical
numerical schemes require and thus any finite difference scheme may
not be applicable. However, if initial data is smooth enough, then
the regularity of the solution is violated only along the characteristic
line t = a due to the compatibility condition at the origin and also
at the maximum age a† [8]. In the rest of the domain, the solution
is a real analytic function. Such variations in the smoothness of the
solution can be captured by using a discontinuous Galerkin method
based on discontinuous piecewise polynomials. The method admits
local variation of the degree of the approximating polynomial. We
include the mesh points of a = tn for time level tn and of the maximum
age a† that is the right end point of the age interval. We assume that
the solution to system (1.1) is left continuous on each subinterval where
the discrete solution is a polynomial. We use broken Sobolev spaces
in the analysis. In order to treat the term involving the unbounded
mortality function, we consider a locally defined weight function and
an L2 projection. Using them we obtain a lower bound of the bilinear
form B(uh, φ̃) given in (5.7) below. The regularity of the solution
depends on the growth rate of µ near the maximum age. We show
that the solution belongs to L2 independently of the growth rate of
µ. We then show that the scheme is convergent, in L∞(L2) norm,
at the rate of r + 1/2 away from the nonsmooth point and that it is
convergent at the rate of l + α/2 in L2(L2) norm, near the singularity,
if u ∈ L2(W l,∞), where 1/2 ≤ l ≤ r + 1 and r is the degree of the
polynomial of the approximation space. We prove that the discrete
solution is nonnegative, which is biologically meaningful. Using the
property of the nonnegativity, we prove the stability of the scheme.

In order to keep the presentation simple, we leave the time variable
to be continuous and we introduce a discontinuous Galerkin method to
approximate the solution to (1.1). Let V = L2(0, a†] be the standard L2
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space and for any real numbers s and q, 1 ≤ q ≤ ∞, let ||·||Hs(Im) and ||·
||W s,q(Im) be respectively, the standard norms in the standard Sobolev
spaces Hs(Im) and W s,q(Im) on the subinterval Im = (am−1, am] of
(0, a†]. Let f|S denote the restriction of the function f to a subset S
of (0, a†]. We shall suppress the explicit dependence of each function
on the age variable and time in the rest of paper. Throughout the
paper we will use the notation uh(0) := uh(0, t). Furthermore, for the
analysis of our method, we use the following notations:

(w, v)m =
∫ am

am−1

wvda and (w, v) =
M∑

m=1

(w, v)m,

< w, v >∂Im=< w−, v− >∂I+
m

+ < w+, v+ >∂I−m ,

< w−, v− >∂I+
m

= w−(am)v−(am),

< w+, v+ >∂I−m= w+(am−1)v+(am−1),

< w−, v+ >∂I−m= w−(am−1)v+(am−1),

[w](am) = w+(am)− w−(am),

|| · ||m = (·, ·)1/2
m , || · || =

M∑
m=1

|| · ||m,

||w||∂Im =< w, w >
1/2
∂Im

,

||w||∂I±m =< w∓, w∓ >
1/2

∂I±m
,

||w||Lq(Im) =
( ∫ am

am−1

wqda
)1/q

.

We now let Ω = (0, a†] = ∪M
m=1Im, Im = (am−1, am] and let

(5.1) Ch := {Im}M
m=1, a∗ = aL < aM = a†,

be a regular family of subintervals of Ω indexed by a parameter h, such
that h = max1≤m≤M hm, hm = am − am−1. We further assume that
the partitions are quasi-uniform in the sense that
(5.2)

there exists a κ > 0 such that h/hmin < κ, hmin = min
1≤m≤M

hm.
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Given a positive integer r, we consider the following family of subspaces
of V associated to it:

(5.3) V h = {p : (0, a†] → R | p|Im
is a polynomial of degree ≤ r}.

Now, let ∂I−m = am−1 and ∂I+
m = am denote the inflow and the

outflow points of Im, respectively and let Γ− = {0} and Γ+ = {a†}
be the inflow and the outflow boundaries of Ω, respectively. Then, the
semi-discrete finite element method we shall analyze is given as follows:
For each 1 ≤ m ≤ M , for given uh−

m , find uh
m := uh|Im

: [0, T ] → V h|Im
,

(5.4)

(∂uh
m

∂t
, v

)
m

+
(∂uh

m

∂a
+ µuh

m, v
)
m

+ < uh+
m , v+ >∂I−m

=< uh−
m , v+ >∂I−m , ∀v ∈ V h|Im

,

uh
m(a, 0) = Ph|Im

u0(a),

uh−
1 (0) =

∫ a†

0

β(a)uh(a, t)da,

where uh =
∑M

m=1 uh|Im
, Ph|Im

u0 is the L2 projection of u0 onto
V h|Im

, v±(am) = limε→0± v(am ± ε), and

(5.5) V h|Im
= {p : Im → R | p is a polynomial of degree ≤ r}.

We observe that uh(a, ·) is left continuous and uh−(am, ·) ≡ uh(am, ·),
for 0 ≤ m ≤ M.

If we add (5.4)1 for m = 1, · · · ,M, we obtain the following compact
form of discontinuous Galerkin method:

(5.6)
(∂uh

∂t
, v

)
+ B(uh, v) = (β(a), uh)v+(0), ∀v ∈ V h,

uh(a, 0) = Phu0(a),

where Phu0 is the L2 projection of u0 onto V h and
(5.7)

B(w, v) =
M∑

m=1

(∂w

∂a
+µw, v

)
m

+
M∑

m=2

< [w], v+ >∂I−m + < w+, v+ >Γ− .



Numerical methods for a stiff problem 173

Introducing basis functions for V h|Im
and writing uh

m as linear com-
binations of them with time dependent coefficients and extending it
to uh on the whole domain (0, a†], (5.6) is transformed into an initial
value problem for a system of ODE’s for the coefficients of the form:

(5.8) A
dw

dt
= F (w),

where A is a positive definite mass matrix and F (w) is a differentiable
function and thus the general theorem for system of ODE’s guarantees
the unique solvability of (5.8) for small time. Due to the nonlocal
birth process (1.1)2, the coefficient matrices of system (5.8) are block
diagonal and/or block Leslie matrices and each block is an (r+1)×(r+
1) matrix. The system is easily solvable by block back substitution.

6. L2 error analysis

For χ ∈ L2(0, a†], let χ̃ denote the L2 projection of χ onto V h given
by

(χ− χ̃, v)m = 0, ∀v ∈ V h|Im
.

Then, the L2 projection χ̃ has the following approximation properties
[?]: For 2 ≤ q ≤ ∞,

||χ− χ̃||m ≤ Chr+1
m |χ|Hr+1(Im),

||χ− χ̃||∂Im ≤ Chr+1/2
m |χ|Hr+1(Im),

||χ− χ̃||Lq(Im) ≤ Chl
m||χ||W l,q(Im), 0 ≤ l ≤ r + 1,

if χ ∈ V ∩W l,q(Im),

||χ− χ̃||Lq(∂Im) ≤ Chl−1/2
m ||χ||W l,q(Im), 1/2 ≤ l ≤ r + 1,

if χ ∈ V ∩W l,q(Im).

Throughout the paper, C will denote a generic positive constant
which is independent of h and not necessarily the same at each oc-
currence. We now show that the discrete solution uh is nonnegative,
which is biologically meaningful. Later, we will use the nonnegativity
of uh to prove the boundedness of uh in L2 and the stability of the
scheme. For analysis, we rewrite the system in matrix form.
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Theorem 6.1. The solution of (5.4), uh, is nonnegative.

Using Theorem 6.1, we show that the solution uh to (5.4) is bounded
in L2 norm, which will be used in the proof of the stability of the
scheme.

Theorem 6.2. Let uh be the solution to (5.4). Then there exists
C > 0 such that

||uh||L∞(0,T ;L2(0,a†]) ≤ C||u0||L2(0,a†],

||√µuh||L2(0,T ;L2(0,a†]) ≤ C||u0||L2(0,a†].

We now define

(6.1) ψ(a) = e−γa, where γ = min{ 1
λ

,
1
µ
}, γ ∈ (0, 1].

We then see that ||ψ||L∞(0,a†] = 1 and that |ψ| ≥ a†e−γa† > 0. Con-
sider

(6.2) ϕ =

{
ψuh, a ∈ [0, aM−1],

uh, a ∈ (aM−1, aM ].

For the proof of the stability of the scheme and the error analysis, we
need a lower bound of B(uh, ϕ̃).

Lemma 6.3. Let Ch be a quasi-uniform family of subintervals of
(0, a†] and let V h be defined by (5.3) for some given r ≥ 0. If uh is
the solution to (5.4) and ϕ̃ is given by (6.2), Then there exists positive
constant h0 = h0(κ, r) such that if 0 < h < h0, then for some C > 0,
B(uh, ϕ̃) satisfies the following:

B(uh, ϕ̃) ≥C

2

[
γ

M−1∑
m=1

||uh||2m +
M∑

m=1

||√µuh||2m +
M∑

m=2

||[uh]||2
∂I−m

+ ||uh+||2Γ− + ||uh−||2Γ+

]
.

Using the boundedness of uh in L2, we now prove the stability of
the scheme:
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Lemma 6.4. Let Ch be a quasi-uniform family of subintervals of
(0, a†], and let V h be defined by (5.3) for some given r ≥ 0. Then
there is a constant h0 = h0(λ, κ, r) such that if 0 < h < h0, the
solution uh to (5.4) satisfies the following estimate:

||uh||L∞(0,T ;L2(0,a†]) +
M∑

m=1

||√µuh||L2(0,T ;L2(Im))

+
M∑

m=2

||[uh]||L2(0,T ;L2(∂I−m)) + ||uh+||L2(0,T ;L2(Γ−)) + ||uh−||L2(0,T ;L2(Γ+))

≤ C||u0||L2(0,a†].

We are now ready to prove the convergence estimate. Let e = uh−u,
θ = uh−ũ, −ρ = ũ−u. Then the error e = uh−u satisfies the following
bound:

Theorem 6.5. Assume u belongs to L2(0, T ; Hr+1 ∩ W l,∞(Im)),
1 ≤ m ≤ M−1 and to L2(0, T ; W l,∞(IM )) and assume that ∂u

∂t belongs

to L2(0, T ; Hr+1(Im)), 1 ≤ m ≤ M − 1 and to L2(0, T ;W l,∞(IM )), for
some 1/2 ≤ l ≤ r + 1. Let the approximate solution uh be defined by
(5.4). Then, for sufficiently small h, there exists a positive constant
C = C(a†, κ, λ) satisfying the following:

||e||L∞(0,T ;L2(0,a†]) +
L∑

m=1

||√µe||L2(0,T ;L2(Im))

+
M−1∑

m=L+1

||e||L2(0,T ;L2(Im)) + h
−α/2
M ||e||L2(0,T ;L2(IM ))

+
M∑

m=2

||[e]||L2(0,T ;L2(∂I−m)) + ||e+||L2(0,T ;L2(Γ−)) + ||e−||L2(0,T ;L2(Γ+))

≤ C

[ M∑
m=1

hr+1
m ||u0||Hr+1(Im) +

M−1∑
m=1

hr+1/2
m ||u||L2(0,T ;Hr+1(Im))
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+
M−1∑

m=L+1

hl+(1−α)/2
m ||u||L2(0,T ;W l,∞(Im)) + hl

M ||u||L2(0,T ;W l,∞(IM ))

+
M−1∑
m=1

hr+1
m ||∂u

∂t
||L2(0,T ;Hr+1(Im)) + hl

M ||
∂u

∂t
||L2(0,T ;Hl(IM ))

]
.
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