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Abstract

This paper focuses on the use of the virtual dialog system whose aim is to build more convenient living
environments. In order to realize this, the main emphasis of the paper lies on the description of the multimedia signal
processing on the basis of the technologies such as speech recognition, speech synthesis, video, or sensor signal
processing. For essential modules of the dialog system, we incorporated the real-time speech recognizer based on
HM-Net(Hidden Markov Network) as well as speech synthesis into the overall system. In addition, we adopted the
real-time motion detector based on the changes of brightness in pixels, as well as the touch sensor that was used to
start system. In experimental evaluation, the results showed that the proposed system was relatively easy to use for
controlling electric appliances while sitting in a sofa, even though the performance of the system was not better than
the simulation results owing to the noisy environments .
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1. Introduction infrastructures. In addition, many researches put most of
their efforts in developing home network related works,

Generally speaking, smart home[1,2,3.45] or the home but only little efforts in interactive concepts between

of the future refers to a house with networked products nhabitants and their living environments at home.
that can interact with each other and with house Figure 1 shows the virtual conversation between user

settings(example:  heating  system), which can be and smart home environment which is conp_ected with
electronically predetermined and controlled by the essential components such as speech recognition, speech
inhabitants from central and/or mobile input devices. Synthesis, video signal processing, automatic control
Namely, the infrastructure of smart home consists of a ~ System and acquisition system of collecting necessary
large variety of different networked sensors and information on the living room environment. The
systems, which may interplay in a defined manner. underlying idea is based on the fact that the place we
When talking about smart home, therefore, the focus spend most time at home is our living room, particularly

often lies on technical grounds regarding home network it @ sofa. The concept is started on the assumption that
virtual dialog can be built when user sits in the sofa that

is interconnected with the dialog system. As a

Ml X} 20044 109 16 consequence, the system enables people to interact with
ezl : 2005 29 182 their home, so that our daily lives at home can be more
ZbAbel 2 ¢ This work was supported by Kyungnam convenient and comfortable. The ideal concept of smart
University Foundation Grant. home is possible to lead the living environments to the
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most suitable condition for inhabitants by using
interactive and intelligent system as shown in the
example.
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Fig. 1. Concept of virtual dialog conducting while sitting
in a sofa of the living room in smart home
environments,

In order to enhance a quality of life, this study aims
the development of virtual dialog system for interactive
home environments where home is possible to converse,
just like friends or family members, with inhabitants as
user. The proposed system can be realized by making a
use of signal processing technologies using multimedia
signals including image, speech, and sensor signals.

The system puts emphasis on an easy-to-use and
user—friendly man-machine interface for smart home
environments. As a result, we adopted, what we call, the
human interface technologies including speech and image
signal processing. For speech signal processing, in this
study, the speech recognition was used to execute user’'s
commands. For image signal processing, on the other
hand, the motion detection was used to operate the
overall system, which was integrated with the module of
speech recognition.

2. HM-Net Speech Recognition System

Recent large vocabulary continuous speech recognition
(LVCSR) systems are chiefly based on the
state—clustered HMM(Hidden Markov Model). In this
paper, we used HM-Net(Hidden Markov Network)[6,7]
which is an efficient representation of context-dependent
phonemes for LVCSR. The HM-Net, which has various
state lengths and share their states one another, is
automatically generated by PDT-SSS(Phonetic Decision
Tree- based Successive State Splitting)[7,3,9,10].

The PDT-SSS is a powerful technique to design
topologies of tied-state models, and is possible to
generate highly accurate HM-Net. FEach state of
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HM-Net has the information such as state index,
contextual class, lists of preceding and succeeding states,
parameters of the output probability density distribution
and the state transition probability. If contextual
information is given, the model corresponding to the
context can be determined by concatenating several
associated states within the restriction of the preceding
and succeeding state lists. The final result of state
splitting gets a network of states that -efficiently
represents a collection of context-dependent models, as
illustrated in Figure 2. In this figure, "p/aa/s” denotes a
Triphone for phoneme "aa” when the preceding context
of "p” and the succeeding context of "s” are given. In
contrast to the training process of the existing HMM,
the architecture of the models can be automatically
optimized according to the duration of utterances. As a
result, the number of states in vowel increases more
than that of states in consonant in the architecture.
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Fig. 2. An example of HM-Net models.
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Fig. 3. Overall schematic of HM-Net speech recognition
system.

Figure 3 shows an overall schematic of HM-Net
speech recognition systeml9,10]. In case speech signals
are given to the system, the acoustic features are first



picked out for preprocessing, and then given to the
search module that uses tree structured lexicon, and
HM Net Triphones as well. The final recognition results
are then obtained by frame synchronous Viterbi beam
search algorithm using word pair grammar.

The speech recognition system used in this paper has
been proved that it produced better performance than the
conventional MM speech recognizer in the experiments

of phoneme, word, and continuous speech recognition
[9,10].

3. Virtual Dialog System

The flow diagram of the processing based on the
proposed system, which is operated in real time, is
shown in figure 4. It illustrates how to build the dialog
between system and user. If user sits in a sofa located
in a living room, the touch sensor attached on the sofa
gets the input signals.
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Fig. 4. Algorithm for building virtual dialog between user
and system.

Then the system automatically makes both the speech
recognition engine and the motion detector to start to get
speech and image signals, respectively. If the uttered
commands are recognized by speech recognition engine,
the system then outputs the hardware control signals as
well as the synthesized voices using a speech synthesis.
The system with 18 kinds of different commands has
been built to be able to control MP3 music player, video
player, and several electric appliances such as an electric
fan and two kinds of lamps. The mode of recognizing
speech is maintained until user leaves the sofa. If the
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value of difference between the previous and the current
brightness in pixel does not exceed the threshold value
during the fixed time, a function of speech recognition
enters a pause mode since it is regarded that user has
left the sofa. In the proposed system, the list of the
registered speech recognition candidates can be
automatically updated according to the recognition
results.

For a motion detection based on video signal
processing, first of all, the color images captured from a
web camera are converted into a grey scale by a simple
average of the colors. The following algorithm is then
applied to the converted grey scale images. In this
algorithm, I(x,y,t) and I(x,y,t-At) represents the functions
of brightness in pixels at time t and t-At, respectively.

lf(lI(x,y’t)_l(xvyvt_At)|>Th1) (1)
Count _ Motion++ (2)

Count_Motz‘M 10000 (3)
Total _Num_ Pixels

Count_Big_ Motion=

if (Count _ Big _ Motion > Th2) 4

Count _ Big _Motion++ (5)

If the absolute value between two functions exceeds
the threshold value Thl, it is estimated that there are
motions of objects. In addition, the big motions that
exceed the threshold value ThZ are counted to detect
relatively big motions. In this algorithm, the threshold
values, such as Thl and Th2, were determined
experimentally.
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Fig. 5. Main frame of user interface window.

Figure 5 shows the main frame of user interface,
which has been made by VC++, with the modules of
speech recognizer, motion detector, and sensor signal
detector. By utilizing the human interface such as speech
recognition and video image processing, the need for a
keyboard or mouse can be eliminated in real-world
application.

For controlling several electric appliances, we designed

175



HX| 2 X|sAAHEE =FX| 2005, Vol 15, No. 2

hardware interface for the print-port control shown in
figure 6 and 7. The interface receives both the input
signals of touch sensor and the result values of speech
recognition, which are then given to the corresponding
output signals of AC power relay units.

(b) Touch sensor(left) attached on the sofa(right)

Figure 6. Hardware interface for dialog system.
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Figure 7. Circuit diagram for both the input of touch
sensor and the output of print-port used in the hardware
interface for virtual dialog system.

4. Experiments and Discussion

4.1 Speech Database and Signal Preprocessing
Table 1 shows the analysis of speech signals. All
speech data were sampled at 16kHz, quantized at 16 bits,
pre-emphasized with a transfer function of (1-0.97z7"),
and processed to extract acoustic features using a 25ms
Hamming window with a 10ms shift. The feature
parameters consisted of total 39 order LPC MEL
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Cepstrum coefficients including normalized log-power,
1st and 2nd order delta coefficients.

Table 1. Analysis of speech signals
16kHz , 16bits

Sampling rate

Pre-emphasis 0.97
‘Window Function 25 ms Hamming window
Frame period 10ms

13 order LPC MEL Cepstrum +13
order ALPC MEL Cepstrum +13

Feature Parameters order AALPC MEL  Cepstrum
=Total 39 order LPC MEL
Cepstrum

The speech- database used in the speaker independent
speech recognition consisted of two kinds of database,
one of which was made by ETRI(The Electronics and
Telecommunications Research Institute), and the other
was made by KLE(Center for the Korean Language
Engineering). Table 2 shows the database and its
contents used in the HMM training and recognition
process. When ETRI speech data is used for recognition,
it means the speaker-independent and task-dependent
condition. When KLE data is used, on the other hand, it
means the speaker-independent and task-independent
condition.

Table 2. Database used in the module of speech

recognition
Process Database |Content
(200 male speakers*280)
o utterances) + (200 female
Training ETRI
speakers * 280 utterances) =
112,000 utterances
(25 male speakers * 100
words) + (25 female speakers
ETRI
R " * 100 words) =
ecognition 5,000 words
3 male speaker * 452 words =
KLE
1,356 word

4.2 Simulation Results of Speech Recognition

For the preliminary experiments, the speech
recognition was performed using a frame synchronous
Viterbi beam search algorithm with the phonotactic
constraint of Korean language using word-pair grammar.
Figure 8 and 9 shows the word recognition accuracies,
according to the changes of number of HMM mixtures
and states, using ETRI and KLE recognition data,
respectively. It is noticed in the recognition results that
the accuracies grow gradually with an increase of the
number of both mixtures and states.
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Fig. 8. Speaker-independent/task-dependent word
recognition accuracies, according to the changes of
number of HMM mixtures and states,
using ETRI recognition data.
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Fig. 9. Speaker-independent/task -independent word

recognition accuracies, according to the changes of

number of HMM mixtures and states, using KLE
recognition data.

4.3 Questionnaire Resulls of the Proposed Sysiem

For speech recognition engine incorporated into the
proposed system, we adopted HMM speech recognizer
with 2,000 states and 4 mixtures per state, which had
nearly equal performance when comparing with the
accuracy with 2,000 states and 8 mixtures as illustrated
in the preliminary experiments.

For experiments, total 41 male college students were
participated in the evaluation of the system. For
examining the human performance on the accuracies of
the overall system, we first showed them a
demonstration of how to use and operate the system,
and made them to use it themselves. The evaluation was
performed in the laboratory with the noises such as
computer cooling fan or buzz of voices. Table 3 shows
the average recognition accuracies in each module such
as touch sensor, speech recognition, and motion
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detection. As illustrated in the results, the accuracy of
speech recognition was unsatisfactory owing to the noisy
environments,

As an evaluation using questionnaire, all participants
marked scores from 1 to 5-point about how easy they
thought the system was to use. We can see in table 4
and figure 10 that the system was relatively easy to
uselaverage rank is 3.4).

Table 3. Recognition accuracies for touch sensor, speech
recognition, and motion detection.

Modules Accuracies (%)
Touch sensor 100.0
Speech recognition 588
Motion detection 1000
Average 86.3

Table 4. Evaluation of the proposed system, using

guestionnaire,
Types Ranks Sum
1 2 3 4
Participants 1 6 11 20 3 41
% 24 | 146 | 268 | 488 | 7.3 100
Average Ran 34

Question: Was the system easy to use?
S{very easyv)

Score: Hvery difficult)

25 r

20

10

Scores(Num. Participants)

Ranks

Fig. 10. Scores of the system according to ranks.

As results of the experimental evaluation, we could
obtain several ideas on the system as future works. The
first thing we should do for future works is that the
proposed system is needed to integrate with the
interfaces of spontaneous speech recognition, facial or
gesture recognition, as natural ways of communication,
so that the integrated system would allow users to feel
more convenient and natural in virtual conversation for
their smart home environments. In addition, it would be
greatly significant to attempt to explore a new approach
of avoiding misunderstanding in conversation as well as
supplementing a function of speech recognition.
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5. Conclusion

This paper has described the virtual dialog system
based on multimedia signal processing using speech,
video and sensor signal processing for smart home
environments. The present study aims the interactive
home that is more convenient to live a daily life in the
living environments. For realizing this, we incorporate
the modules of speech recognition and synthesis, video
signal, and sensor signal processing into the proposed
system. In evaluation, the results presented that the
performance of real-time speech recognition in the
proposed system was not better than the simulation
results owing to the ambient noisy environments.
Nevertheless, the results from the questionnaire showed
an affirmative possibility for building interactive system
that might give us much more convenient and
comfortable living environments.
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