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#### Abstract

This paper investigates some results (Theorems 2.12.3 , below) concerning certain classes of analytic and univalent functions, involving the familiar fractional derivative operators. We state interesting consequences arising from the main results by mentioning the cases connected with the starlikeness, convexity, close-to-convexity and quasi-convexity of geometric function theory. Relevant connections with known results are also emphasized briefly.


## 1. Introduction and Definitions

Let $\mathcal{A}_{n}$ denote the class of functions $f(z)$ normalized by
$f(z)=z+a_{n+1} z^{n+1}+a_{n+2} z^{n+2}+\ldots(n \in \mathbb{N} \equiv\{1,2,3, \cdots\})$,
which are analytic and univalent in the open unit disc $\mathbf{U}=\{\tilde{z} \in$ $\mathbb{C}:|z|<1\}$.

We denote by $\mathcal{S}_{n}^{*}(\alpha), \mathcal{K}_{n}(\alpha), \mathcal{C}_{n}(\alpha, \beta)$ and $\mathcal{C}_{n}^{*}(\alpha, \beta)$, the subclasses of the class $\mathcal{A}_{n}$ consisting of functions which are, respectively, starlike of order $\alpha$, convex of order $\alpha$, close-to-convex of order $\beta$ and type $\alpha$, and quasi-convex of order $\beta$ and type $\alpha$ in $\mathbf{U}$, where $0 \leq \alpha<1$ and

[^0]$0 \leq \beta<1$. The analytic characterizations of these subclasses, as we know, are respectively, defined in the following forms:
\[

$$
\begin{gathered}
\mathcal{S}_{n}^{*}(\alpha):=\left\{f \in \mathcal{A}_{n}: \Re e\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha\right\} \\
\mathcal{K}_{n}(\alpha):=\left\{f \in \mathcal{A}_{n}: \Re e\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha\right\} \\
\mathcal{C}_{n}(\alpha, \beta):=\left\{f \in \mathcal{A}_{n}: \Re e\left(\frac{z f^{\prime}(z)}{g(z)}\right)>\beta ; g \in \mathcal{S}_{n}^{*}(\alpha)\right\},
\end{gathered}
$$
\]

and

$$
\mathcal{C}_{n}^{*}(\alpha, \beta):=\left\{f \in \mathcal{A}_{n}: \Re e\left(\frac{\left[z f^{\prime}(z)\right]^{\prime}}{g^{\prime}(z)}\right)>\beta ; g \in \mathcal{K}_{n}(\alpha)\right\}
$$

where $0 \leq \alpha<1,0 \leq \beta<1$, and $z \in \mathbf{U}$. For more details of the above definitions, one may refer to [1], [2] and [9] (see also [11], [15]).

It is evident from the aforementioned definitions that

$$
f(z) \in \mathcal{K}_{n}(\alpha) \Leftrightarrow z f^{\prime}(z) \in \mathcal{S}_{n}^{*}(\alpha)
$$

and

$$
f(z) \in \mathcal{C}_{n}^{*}(\alpha, \beta) \Leftrightarrow z f^{\prime}(z) \in \mathcal{C}_{n}(\alpha, \beta)
$$

where $0 \leq \alpha<1,0 \leq \beta<1$, and $f(z) \in \mathcal{A}_{n}$.
We first need the following definitions of fractional calculus operators which will be used in Section 2 ([10], [12]; see also, e.g., [3], [4]).

DEFINITION 1.1. Let a function $\kappa(z)$ be analytic in a simplyconnected region of the z-plane containing the origin. The fractional derivative of order $\mu(0 \leq \mu<1)$ is defined by

$$
\begin{equation*}
D_{z}^{\mu}\{\kappa(z)\}=\frac{1}{\Gamma(1-\mu)} \frac{d}{d z} \int_{0}^{z} \kappa(\xi)(\sim-\xi)^{-\mu} d \xi \tag{1.2}
\end{equation*}
$$

where the multiplicity of $(z-\xi)^{-\mu}$ involved in (1.2) is removed by requiring $\log (z-\xi)$ to be real when $z-\xi>0$.
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Definition 1.2. Under the hypotheses of Definition 1, the fractional derivative of order $m+\mu$ is defined by

$$
\begin{equation*}
D_{z}^{m+\mu}\{\kappa(z)\}=\frac{d^{m}}{d z^{m}}\left\{D_{z}^{\mu}\{\kappa(z)\}\right\} \quad\left(m \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\} ; 0 \leq \mu<1\right) \tag{1.3}
\end{equation*}
$$

It follows from (1.1), (1.2) and (1.3) that

$$
D_{z}^{m+\mu}\{f(z)\}=\frac{z^{1-\mu-m}}{\Gamma(2-\mu-m)}+\sum_{k=n+1}^{\infty} \frac{\Gamma(k+1)}{\Gamma(k-\mu-m+1)} a_{k} z^{k-\mu-m+1}
$$

$$
\begin{equation*}
\left(m<2-\mu ; m \in \mathbb{N}_{0} ; f(z) \in \mathcal{A}_{n}\right) \tag{1.4}
\end{equation*}
$$

Making use of the fractional calculus operators defined by (1.2) and (1.3), we establish certain results by applying the well known lemmas of Jack [7] and Nunokawa [8]. As a consequence of the main results, we point out the relationship of the results with geometrically important subclasses of functions which are, respectively, starlike of order $\alpha$, convex of order $\alpha$, close-to-convex of order $\beta$ and type $\alpha$, quasi-convex of order $\beta$ and type $\alpha$, where $0 \leq \alpha<1$ and $0 \leq \beta<1$.

We require the following lemmas:
Lemma 1.1. ([7]) Let a function $w(z)$ be non-constant and analytic in $\mathbf{U}$ with $w(0)=0$. If $|w(z)|$ attains its maximum value on the circle $|z|=r<1$ at the point $z_{0}$, then

$$
\left.\frac{z w^{\prime}(z)}{w(z)}\right|_{z=z_{0}}=c \quad(c \geq 1)
$$

Lemma 1.2. ([8]) Let $p(z)$ be an analytic function in $\mathbf{U}$ with $p(0)=$ 1. If there exists a point $z_{0} \in \mathbf{U}$ such that

$$
\Re e\{p(z)\}>0\left(|z|<\left|\tilde{\sim}_{0}\right|\right), \Re e\left\{p\left(\tilde{\sim}_{0}\right)\right\}=0 \text { and } p\left(\tilde{\sim}_{0}\right) \neq 0
$$

then

$$
p\left(z_{0}\right)=i a \text { and }\left.\frac{z p^{\prime}(z)}{p(z)}\right|_{z=z_{0}}=i \frac{c}{2}\left(a+\frac{1}{a}\right) \quad(a \neq 0 ; c \geq 1)
$$

## 2. The Main Results

We first begin by proving the following result.
Theorem 2.1. Let the functions $f, g \in \mathcal{A}_{n}(f \neq g)$, and also let the function $\mathcal{H}$ be defined by

$$
\begin{equation*}
\mathcal{H}(z):=z\left(\frac{\mathcal{D}_{z}^{1+\mu}\{f(z)\}}{\mathcal{D}_{z}^{\mu}\{f(z)\}}-\frac{\mathcal{D}_{z}^{1+\nu}\{g(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right) . \tag{2.1}
\end{equation*}
$$

If

$$
\begin{equation*}
\Re e\{\mathcal{H}(z)\}<\nu-\mu+\frac{1}{2} \tag{2.2}
\end{equation*}
$$

is satisfied, then

$$
\begin{equation*}
\Re e\left(z^{\mu-\nu} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right)>0 \tag{2.3}
\end{equation*}
$$

where
$0 \leq \mu<1,0 \leq \nu<1, z \in \mathbf{E}:=\left\{\begin{array}{cl}\mathbf{U} & \text { when } \mu-\nu \geq 0 \\ \mathbf{D}:=\mathbf{U}-\{0\} & \text { when } \mu-\nu<0\end{array}\right\}$.
Proof. Let the functions $f(z) \in \mathcal{A}_{n}$ be given by (1.1) and $g(z) \in \mathcal{A}_{n}$ be defined by

$$
\begin{equation*}
g(z)=z+b_{n+1} z^{n+1}+b_{n+2} z^{n+2}+\ldots \quad(n \in \mathbb{N}) \tag{2.4}
\end{equation*}
$$

with $f(z) \neq g(z)$. From (1.1) and (2.4) in conjunction with the representation (1.4), it follows that

$$
\frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}=\frac{\frac{z^{1-\mu}}{\Gamma(2-\mu)}\left(1+\sum_{k=n+1}^{\infty} \frac{\Gamma(k+1) \Gamma(2-\mu)}{\Gamma(k-\mu+1)} a_{k} z^{k-1}\right)}{\frac{z^{1-\nu}}{\Gamma(2-\nu)}\left(1+\sum_{k=n+1}^{\infty} \frac{\Gamma(k+1) \Gamma(2-\nu)}{\Gamma(k-\nu+1)} b_{k} z^{k-1}\right)}
$$

We now define a function $w(z)$ by

$$
\begin{equation*}
\frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}=\frac{\Gamma(2-\nu)}{\Gamma(2-\mu)} \cdot z^{\nu-\mu} \cdot[1+w(z)] \quad(0 \leq \mu<1 ; 0 \leq \nu<1), \tag{2.5}
\end{equation*}
$$

so that the function $w(z)$ from (2.5) is explicitly given by

$$
\begin{equation*}
w(z)=z^{\mu-\nu} \cdot \frac{\Gamma(2-\mu)}{\Gamma(2-\nu)} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}-1 \quad(0 \leq \mu<1 ; 0 \leq \nu<1) . \tag{2.6}
\end{equation*}
$$

We observe that for $z=0, w(0)=0$, and further $w(z)$ given by (2.6) is analytic for every $\approx$ in $\mathbf{E}$.

We then obtain from the logarithmic differentiation of (2.5) that

$$
\begin{equation*}
\mathcal{H}(z) \equiv \sim\left(\frac{\mathcal{D}_{z}^{1+\mu}\{f(z)\}}{\mathcal{D}_{z}^{\mu}\{f(z)\}}-\frac{\mathcal{D}_{z}^{1+\nu}\{g(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right)=\nu-\mu+\frac{z w^{\prime}(z)}{1+w(z)} \tag{2.7}
\end{equation*}
$$

Assume now that there exists a point $z_{0} \in \mathbf{E}$ such that

$$
\left|w\left(z_{0}\right)\right|=1, \quad \text { and }|w(z)|<1 \text { when }|z|<\left|z_{0}\right| \quad(z \in \mathbf{E}) .
$$

Then, applying Lemma 1.1, we have

$$
\begin{equation*}
z_{0} w^{\prime}\left(\tilde{\sim}_{0}\right)=c w\left(z_{0}\right) \quad\left(c \geq 1 ; w\left(z_{0}\right)=e^{i \varphi} \neq-1\right) . \tag{2.8}
\end{equation*}
$$

Thus, (2.7) and (2.8) yield that
$\Re e\left\{\mathcal{H}\left(\tilde{\sim}_{0}\right)\right\}=\nu-\mu+\Re e\left(\left.\frac{z w^{\prime}(z)}{1+w(z)}\right|_{z=z_{0}}\right)=\nu-\mu+\frac{c}{2} \geq \nu-\mu+\frac{1}{2}$.
But the inequality in (2.9) is a contradiction to our assumption in (2.2). Therefore, $|w(z)|<1$ for all $z \in$ E. Hence, (2.6) immediately yields that

$$
\begin{aligned}
& \left|z^{\mu-\nu} \cdot \frac{\Gamma(2-\mu)}{\Gamma(2-\nu)} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}-1\right|=|w(z)|<1 \\
& \quad\left(f, g \in \mathcal{A}_{n} ; 0 \leq \mu<1 ; 0 \leq \nu<1 ; z \in \mathbf{E}\right)
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \Re e\left(z^{\mu-\nu} \cdot \frac{\Gamma(2-\mu)}{\Gamma(2-\nu)} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right)>0 \\
& \left(f, g \in \mathcal{A}_{n} ; 0 \leq \mu<1 ; 0 \leq \nu<1 ; z \in \mathbf{E}\right)
\end{aligned}
$$

and the desired assertion (2.3) follows, since $\frac{\Gamma(2-\mu)}{\Gamma(2-\nu)}$ ( for $0 \leq \mu<1$ and $0 \leq \nu<1$ ) is always positive. This completes the proof of Theorem 2.1 .

Our second result is contained in

Theorem 2.2. Let the functions $f, g \in \mathcal{A}_{n}(f \neq g)$, and $\mathcal{H}$ be defined by (2.1). If

$$
\begin{equation*}
\Re e\{\mathcal{H}(z)\}>\nu-\mu+\frac{\alpha-1}{2(1+\alpha)} \tag{2.10}
\end{equation*}
$$

is satisfied, then

$$
\begin{equation*}
\Re e\left(z^{\mu-\nu} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right)>\frac{(1+\alpha) \Gamma(2-\nu)}{2 \Gamma(2-\mu)} \tag{2.11}
\end{equation*}
$$

where $0 \leq \alpha<1,0 \leq \mu<1,0 \leq \nu<1$, and $z \in \mathbf{E}$.
Proof. Let us define the function $u(z)$ by

$$
\begin{equation*}
\frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}=\frac{\Gamma(2-\nu)}{\Gamma(2-\mu)} \cdot z^{\nu-\mu} \cdot \frac{1+\alpha u(z)}{1+u(z)} \quad(z \in \mathbf{E} ; 0 \leq \alpha<1) \tag{2.12}
\end{equation*}
$$

then $u(z)$ is an analytic function in $\mathbf{E}$, and $u(0)=0$. It follows from (2.12) including $u(z)$ that

$$
\mathcal{H}(z) \equiv \nu-\mu+\frac{\alpha \sim u^{\prime}(z)}{1+\alpha u(z)}-\frac{z u^{\prime}(z)}{1+u(z)}
$$

where $\mathcal{H}(z)$ is given by (2.1).
If we now suppose that there exists a point $z_{0} \in \mathbf{E}$ such that

$$
\max _{|z| \leq\left|z_{0}\right|}|u(z)|=\left|u\left(z_{0}\right)\right|=1,
$$

then Lemma 1.1 gives

$$
z_{0} u^{\prime}\left(z_{0}\right)=c u\left(z_{0}\right) \quad\left(c \geq 1 ; u\left(z_{0}\right)=e^{i \varphi} \neq-1\right) .
$$

Therefore, we have

$$
\begin{aligned}
\mu-\nu+\Re e\left\{\mathcal{H}\left(\tilde{\sim}_{0}\right)\right\} & =\Re e\left\{\frac{\alpha z_{0} u^{\prime}\left(z_{0}\right)}{1+\alpha u\left(z_{0}\right)}-\frac{\tilde{z}_{0} u^{\prime}\left(\tilde{\sim}_{0}\right)}{1+u\left(\tilde{\sim}_{0}\right)}\right\} \\
& =c \Re e\left(\frac{\alpha e^{i \varphi}}{1+\alpha e^{i \varphi}}-\frac{e^{i \varphi}}{1+e^{i \varphi}}\right) \leq \frac{\alpha-1}{2(1+\alpha)},
\end{aligned}
$$

which contradicts the hypothesis in (2.10) of Theorem 2.2, so that $|u(z)|<1$ for all $z \in \mathbf{E}$, and (2.12) immediately yields then

$$
\begin{gathered}
\left|\frac{\frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{\Sigma}^{\prime}\{g(z)\}} \cdot z^{\mu-\nu}-\frac{\Gamma(2-\nu)}{\Gamma(2-\mu)}}{\frac{\alpha \Gamma(2-\nu)}{\Gamma(2-\mu)}-\frac{D_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}} \cdot z^{\mu-\nu}}\right|=|u(z)|<1 \\
\left(f, g \in \mathcal{A}_{n} ; 0 \leq \alpha<1 ; 0 \leq \mu<1 ; 0 \leq \nu<1 ; z \in \mathbf{E}\right),
\end{gathered}
$$

which is equivalent to the assertion (2.11), and the proof of Theorem 2.2 is complete.

Our last result is contained in

Theorem 2.3. Let the functions $f, g \in \mathcal{A}_{n}(f \neq g)$, and $\mathcal{H}$ be defined by (2.1). If any one of the following conditions:

$$
\Re e\{\mathcal{H}(z)\}\left\{\begin{array}{lll}
>\Psi(\nu, \mu ; 1-\alpha) & \text { when } \quad 0 \leq \alpha \leq \frac{1}{2}  \tag{2.13}\\
>\Psi(\nu, \mu ; \alpha) & \text { when } \quad \frac{1}{2} \leq \alpha<1
\end{array}\right\}
$$

is satisfied, then

$$
\begin{equation*}
\Re e\left(z^{\mu-\nu} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right)>\frac{\alpha \Gamma(2-\nu)}{\Gamma(2-\mu)} \tag{2.14}
\end{equation*}
$$

where $0 \leq \alpha<1,0 \leq \mu<1,0 \leq \nu<1, z \in \mathbf{E}$ and

$$
\begin{equation*}
\Psi(\nu, \mu ; \alpha):=\nu-\mu-\frac{1-\alpha}{2 \alpha} \tag{2.15}
\end{equation*}
$$

Proof. We define a function $p(z)$ (involving the fractional derivative operator (1.2)) by

$$
\begin{equation*}
\frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}=\frac{\Gamma(2-\nu)}{\Gamma(2-\mu)} \cdot z^{\nu-\mu} \cdot[\alpha+(1-\alpha) p(z)], \tag{2.16}
\end{equation*}
$$

where $z \in \mathbf{E}, 0 \leq \alpha<1,0 \leq \mu<1$ and $0 \leq \nu<1$. Then, it is easily verified that the function $p(z)$ is analytic in $\mathbf{E}$, with $\mathrm{p}(0)=1$. Upon differentiating (2.16), we obtain that

$$
\begin{equation*}
\mathcal{H}(z) \equiv \nu-\mu-\frac{(1-\alpha) z p^{\prime}(z)}{\alpha+(1-\alpha) p(z)} \quad(z \in \mathcal{U} ; 0 \leq \alpha<1) \tag{2.17}
\end{equation*}
$$

where the function $\mathcal{H}(z)$ is given by (2.1).
Suppose there exists a point $z_{0} \in \mathbf{E}$ such that
$\Re e\{p(z)\}>0 \quad\left(|z|<\left|z_{0}\right|\right)$, $\Re e\left\{p\left(z_{0}\right)\right\}=0$, and $p\left(z_{0}\right) \neq 0 \quad(z \in \mathbf{E})$.
Then, by using Lemma 1.2, we have

$$
\begin{equation*}
p\left(z_{0}\right)=i a \text { and } \frac{z_{0} p^{\prime}\left(z_{0}\right)}{p\left(z_{0}\right)}=i \frac{c}{2}\left(a+\frac{1}{a}\right) \quad(a \neq 0 ; c \geq 1) \tag{2.18}
\end{equation*}
$$

Thus, from (2.17) and (2.18), we obtain

$$
\begin{align*}
\Re e\left\{\mathcal{H}\left(z_{0}\right)\right\} & =\nu-\mu+\Re e\left\{\left.\frac{(1-\alpha) z p^{\prime}(z)}{p(z)} \cdot \frac{p(z)}{\alpha+(1-\alpha) p(z)}\right|_{z=z_{0}}\right\} \\
& =\nu-\mu-\frac{c \alpha(1-\alpha)\left(1+a^{2}\right)}{2\left[\alpha^{2}+a^{2}(1-\alpha)^{2}\right]} \\
& \left\{\begin{array}{lll}
\leq \Psi(\nu, \mu ; 1-\alpha) & \text { when } & 0 \leq \alpha \leq \frac{1}{2} \\
\leq \Psi(\nu, \mu ; \alpha) & \text { when } & \frac{1}{2} \leq \alpha<1
\end{array}\right\}, \tag{2.19}
\end{align*}
$$

where $\Psi(\nu, \mu ; \alpha)$ is given by (2.15). But, the inequalities in (2.19) contradict our assumptions imposed in (2.13). Hence, $\Re e\{p(z)\}>0$ for all $z \in \mathbf{E}$. Therefore, (2.16) evidently yields (2.14), and the desired proof of Theorem 2.3 is complete.

## 3. Some Consequences of the Main Results

The various results of importance in the geometric - function theory can be obtained easily and conveniently from the main results (Theorems 2.1-2.3). These results can be achieved by choosing the parameters and functions, appropriately, in the related theorems. We would in brief mention a scheme of steps below which one may apply to arrive at different known (and new results).
(i) The order of derivatives $\nu$ and $\mu$ in the defined equation (2.1), and in the inequalities stated in Theorems 2.1-2.3 should be chosen, respectively, as $(\nu=0$ and $\mu=0),(\nu=0$ and $\mu \rightarrow 1-),(\nu \rightarrow$ $1-$ and $\mu=0$ ) or $(\nu \rightarrow 1-$ and $\mu \rightarrow 1-)$.
(ii) The function $g(z) \in \mathcal{A}_{n}$ may be selected instead of $f(z) \in \mathcal{A}_{n}$, or $f(z) \in \mathcal{A}_{n}$ be chosen instead of $g(z) \in \mathcal{A}_{n}$, in Theorems 2.1-2.3.
(iii) The function $g(z) \in \mathcal{A}_{n}$ may be chosen to belong to the classes $\mathcal{S}_{n}^{*}(\beta)$ or $\mathcal{K}_{n}(\beta)$. A similar situation can also be considered for the function $f(z) \in \mathcal{A}_{n}$.
(iv) The functions $f(z) \in \mathcal{A}_{n}$ and/or $g(z) \in \mathcal{A}_{n}$, in the equality (2.1), and in the inequalities given in Theorems 2.1-2.3, may be replaced by $z f^{\prime}(\sim)\left(f(z) \in \mathcal{A}_{n}\right)$ and/or $z g^{\prime}(z)\left(g(z) \in \mathcal{A}_{n}\right)$.

The special cases which would arise from the main results with the help of the above mentioned steps in (i)-(iv) can be compared with
the results which have appeared recently in [3], [4], [5], [6], [11], [13] and [14]. To illustrate, we give below some examples.

By taking $\mu=0$ and $\nu=0$, in Theorems 2.1-2.3, respectively, replacing $f$ by $z f^{\prime}$, and choosing $g(\sim) \in \mathcal{S}_{n}^{*}(\beta)$, we arrive at the following corollary.

Corollary 3.1. Let the functions $f(z) \in \mathcal{A}_{n}$, and $g(z) \in \mathcal{S}_{n}^{*}(\beta)$ $(f \neq g)$, and also let the function $\mathcal{G}_{1}(z)$ be defined by

$$
\mathcal{G}_{1}(z):=\frac{z f^{\prime \prime}(z)+f^{\prime}(z)}{f^{\prime}(z)}-\frac{z g^{\prime}(z)}{g(z)} \quad(z \in \mathbf{U})
$$

Then
(a) $\Re e\left[\mathcal{G}_{1}(z)\right]<\frac{1}{2} \Rightarrow f(z) \in \mathcal{C}_{n}(\beta, 0)$,
(b) $\Re e\left[\mathcal{G}_{1}(\sim)\right]>-\frac{3+\alpha}{2(1+\alpha)} \Rightarrow f(\sim) \in \mathcal{C}_{n}(\beta,(1+\alpha) / 2)$,
(c) $\operatorname{Re}\left[\mathcal{G}_{1}(z)\right]\left\{\begin{array}{lll}>\frac{\alpha}{2(\alpha-1)} & \text { if } & 0 \leq \alpha \leq \frac{1}{2} \\ >\frac{\alpha-1}{2 \alpha} & \text { if } & \frac{1}{2} \leq \alpha<1\end{array}\right\} \Rightarrow f(z) \in \mathcal{C}_{n}(\beta, \alpha)$.

If $\mu \rightarrow 1$ - and $\nu=0$ in Theorems 2.1-2.3, and we choose $g(z) \in$ $\mathcal{S}_{n}^{*}(\beta)$, we arrive at the following corollary.

Corollary 3.2. Let the functions $f(z) \in \mathcal{A}_{n}$, and $g(z) \in \mathcal{S}_{n}^{*}(\beta)$ ( $f \neq g$ ), and also let the function $\mathcal{G}_{2}(z)$ be defined by

$$
\mathcal{G}_{2}(z):=z\left(\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}-\frac{g^{\prime}(z)}{g(z)}\right) \quad(z \in \mathbf{U})
$$

Then
(a) $\Re e\left[\mathcal{G}_{2}(z)\right]<-\frac{1}{2} \Rightarrow f(z) \in \mathcal{C}_{n}(\beta, 0)$,
(b) $\Re e\left[\mathcal{G}_{2}(z)\right]>\frac{1+3 \alpha}{2(1+\alpha)} \Rightarrow f(z) \in \mathcal{C}_{n}(\beta,(1+\alpha) / 2)$,
(c) $\Re e\left[\mathcal{G}_{2}(z)\right]\left\{\begin{array}{lll}>\frac{2-3 \alpha}{2(1-\alpha)} & \text { if } & 0 \leq \alpha \leq \frac{1}{2} \\ >-\frac{1-3 \alpha}{2 \alpha} & \text { if } & \frac{1}{2} \leq \alpha<1\end{array}\right\} \Rightarrow f(z) \in \mathcal{C}_{n}(\beta, \alpha)$.

Next, if we again set $\mu \rightarrow 1-$ and $\nu=0$ in Theorems 2.1-2.3, and let $f(z):=z f^{\prime}(z)\left(f(z) \in \mathcal{A}_{n}\right)$ and $g(z):=z g^{\prime}(z) \quad\left(g(z) \in \mathcal{K}_{n}(\beta)\right)$, then we get the following result.

Corollary 3.3. Let the functions $f, g \in \mathcal{A}_{n}(f \neq g)$, and also let the function $\mathcal{G}_{3}(z)$ be defined by

$$
\mathcal{G}_{3}(z):=z\left(\frac{z f^{\prime \prime \prime}(z)+2 f^{\prime \prime}(z)}{z f^{\prime \prime}(z)+f^{\prime}(z)}-\frac{z g^{\prime}(z)+g^{\prime}(z)}{z g^{\prime}(z)}\right) \quad\left(g(z) \in \mathcal{K}_{n}^{*}(\beta) ; z \in \mathbf{U}\right) .
$$

Then
(a) $\Re e\left[\mathcal{G}_{3}(z)\right]<-\frac{1}{2} \Rightarrow f(z) \in \mathcal{C}_{n}^{*}(\beta, 0)$,
(b) $\Re e\left[\mathcal{G}_{3}(z)\right]>\frac{1+3 \alpha}{2(1+\alpha)} \Rightarrow f(z) \in \mathcal{C}_{n}^{*}(\beta,(1+\alpha) / 2)$,
(c) $\operatorname{Re}\left[\mathcal{G}_{3}(z)\right]\left\{\begin{array}{lll}>\frac{2-3 \alpha}{2(1-\alpha)} & \text { if } & 0 \leq \alpha \leq \frac{1}{2} \\ >-\frac{1-3 \alpha}{2 \alpha} & \text { if } & \frac{1}{2} \leq \alpha<1\end{array}\right\} \Rightarrow f(z) \in \mathcal{C}_{n}^{*}(\beta, \alpha)$.

Making use of Theorem 2.1, we establish the following result:

Corollary 3.4. Let $0 \leq \nu<1,0 \leq \delta<1, f, g \in \mathcal{A}_{n}$, and also let the function $g$ satisfy the condition:

$$
\begin{equation*}
\Re e\left(\frac{z \mathcal{D}_{z}^{1+\nu}\{g(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}}\right) \geq \delta \quad(0 \leq \delta<1 ; z \in \mathbf{U}) \tag{3.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Re e\left[\mathcal{G}_{4}(\sim)\right]<\nu-\mu+\delta+\frac{1}{2} \Rightarrow \Re e\left[\mathcal{G}_{5}(z)\right]>0 \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{4}(z):=\frac{z \mathcal{D}_{z}^{1+\mu}\{f(z)\}}{\mathcal{D}_{z}^{\mu}\{f(z)\}} \text { and } \mathcal{G}_{5}(z):=z^{\mu-\nu} \cdot \frac{\mathcal{D}_{z}^{\mu}\{f(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}} \quad(z \in \mathbf{E}) . \tag{3.3}
\end{equation*}
$$

Proof. Let the function $w(z)$ be defined by (2.6). Then, in view of (2.7), we know that

$$
\frac{z \mathcal{D}_{z}^{1+\mu}\{f(z)\}}{\mathcal{D}_{z}^{\mu}\{f(z)\}}=\nu-\mu+\frac{z w^{\prime}(z)}{1+w(z)}+\frac{z^{\mathcal{D}} \mathcal{D}_{z}^{1+\nu}\{g(z)\}}{\mathcal{D}_{z}^{\nu}\{g(z)\}},
$$

or, equivalently,

$$
\begin{equation*}
\mathcal{G}_{4}(z)=\nu-\mu+\frac{z w^{\prime}(z)}{1+w(z)}+\mathcal{G}_{5}(z) \tag{3.4}
\end{equation*}
$$

where $\mathcal{G}_{4}(z)$ and $\mathcal{G}_{5}(z)$ are given by (3.3). From the various assumptions in the proof of Theorem 2.1 (in view of of Jack's Lemma (2.1)), together with the condition (3.1), we easily find that

$$
\begin{aligned}
\Re e\left[\mathcal{G}_{4}\left(\tilde{z}_{0}\right)\right] & =\nu-\mu+\Re e\left[\mathcal{G}_{5}\left(z_{0}\right)\right]+\Re e\left(\frac{\tilde{z}_{0} w^{\prime}\left(z_{0}\right)}{1+w\left(z_{0}\right)}\right) \\
& =\nu-\mu+\frac{c}{2}+\Re e\left[\mathcal{G}_{5}\left(z_{0}\right)\right] \geq \nu-\mu+\delta+\frac{c}{2},
\end{aligned}
$$

which contradicts our assumption in (3.2) (when $c=1$ ). The desired assertion of the Corollary 3.4 follows now from the definition of the function $w(z)$ given by (2.6).

Lastly, the below mentioned results can be established by following similar steps as outlined in the proof of Corollary 3.4 above, and also using in the process Theorems 3.2 and 3.3, respectively (along with the assumption (3.5) below).

Corollary 3.5. Let $0 \leq \nu<1,0 \leq \delta<1, f, g \in \mathcal{A}_{n}$, and also let the function $g$ satisfy the condition:

$$
\begin{equation*}
\Re e\left(\frac{\tilde{\mathcal{D}}}{z} \mathcal{D}_{z}^{\nu+\nu}\{g(z(z)\}) \leq \delta \quad(0 \leq \delta<1 ; z \in \mathbf{U})\right. \tag{3.5}
\end{equation*}
$$

Then
(a) $\Re e\left[\mathcal{G}_{4}(z)\right]>\nu-\mu+\delta+\frac{\alpha-1}{2(1+\alpha)}$

$$
\Rightarrow \Re e\left[\mathcal{G}_{5}(z)\right]>\frac{(1+\alpha) \Gamma(2-\nu)}{2 \Gamma(2-\mu)}
$$

(b) $\Re e\left[\mathcal{G}_{4}(z)\right]\left\{\begin{array}{ll}>\delta+\Psi(\nu, \mu ; 1-\alpha) & \text { if } 0 \leq \alpha \leq \frac{1}{2} \\ >\delta+\Psi(\nu, \mu ; \alpha) & \text { if } \frac{1}{2} \leq \alpha<1\end{array}\right\}$

$$
\Rightarrow \Re e\left[\mathcal{G}_{5}(z)\right]>\frac{\alpha \Gamma(2-\nu)}{\Gamma(2-\mu)}
$$

where $\Psi(\nu, \mu ; \alpha)$ and $\mathcal{G}_{i}(z)(i=4,5)$ are given by (2.15) and (3.3), respectively.
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