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High-Performance Synchronization for Circuit Emulation
in an Ethernet MAN
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Abstract: Ethernet is being deployed in metropolitan area networks
(MANSs) as a lower-cost alternative to SONET-based infrastruc-
tures. MANSs are usually required to support common communi-
cation services, such as voice and frame relay, based on legacy syn-
chronous TDM technology in addition to asynchronous packet data
transport. .

This paper addresses the clock synchronization problem that
arises when transporting synchronous services over an asyn-
chronous packet infrastructure, such as Ethernet.

A novel algorithm for clock synchronization is presented com-
bining time-stamp methods used in the network time protocol
(NTP) with signal processing techniques applied to measured
packet interarrival times. The algorithm achieves the frequency
accuracy, stability, low drift, holdover performance, and rapid con-
vergence required for viable emulation of TDM circuit services
over Ethernet.

Index Terms: Circuit emulation, Ethernet, metropolitan networks,
SONET, synchronization, TDM.

I. INTRODUCTION

Most current metropolitan area networks (MANSs) are based
on SONET [1], a physical and link layer protocol designed for
multiplexing and transport of constant bit rate time division mul-
tiplex (TDM) traffic over optical fiber. SONET networks require
precise clock synchronization between sending and receiving
stations to avoid data loss. Typically, a master clock operated
by a carrier is used to provide the timing for all elements of
a network. Although well suited for voice, transporting asyn-
chronous data traffic over SONET is inefficient and often results
in high equipment and operation costs [2].

To reduce data transport costs, some carriers have begun to
deploy Ethernet rather than SONET in metro networks. Eth-
ernet was originally designed for low-cost local-area data net-
working within enterprises [3], but the ongoing evolution of
its capabilities has made it a viable alternative to technologies
designed explicitly for public networks. Ethernet networks are
asynchronous; that is, there is no shared or master clock driving
the interconnected switches or terminals in the network.

Synchronous networks are efficient for transporting voice,
which is usually carried as constant bit rate streams (circuits)
between source and destination. The public switched telephone
network (PSTN) is an example. The PSTN is fully synchronous;
that is, all of the equipment that generates, manipulates or ter-
minates the traffic is synchronized to a master clock. The voice
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Fig. 1. General framework for clock synchronization problem.

equipment on a customer premises, such as a PBX, is also syn-
chronized to the public network clock through the network ac-
cess connection.

To reduce costs and complexity, end-users would generally
prefer to access all public network services over a single inte-
grated connection. These carrier services include TDM voice,
data using TDM formats (e.g., frame relay), and packet data ap-
plications (e.g., Internet access or private office-to-office IP con-
nectivity). To enable the integrated access, an Ethernet MAN
must be capable of emulating legacy interfaces and functions
provided by the SONET and the synchronous PSTN. The asyn-
chronous property of Ethernet poses significant challenges to
supporting clock synchronization in TDM-based services with
quality equivalent to SONET networks. This paper presents a
new technique to address the timing and synchronization prob-
lems that arise when providing synchronous TDM-based ser-
vices over an asynchronous packet-based infrastructure.

Fig. 1 illustrates the general framework of the clock synchro-
nization problem. A TDM network, designated as the “master,”
is connected via an adapter element to an asynchronous packet
network. The second TDM network, designated as the “slave,”
is also connected to the packet network using another adapter el-
ement. A clock source is connected to the master TDM network
for synchronization of its network elements. The clock source
for network elements on the slave TDM network is the slave
adapter, which derives its clock from the master TDM network.

The master and slave adapters connected to the TDM net-
works provide two key functions: (1) Encapsulation of TDM
data into Ethernet frames, and (2) synchronization of the slave
adapter clock to the service clock in the master TDM network.
The encapsulation of the TDM data is straightforward and is
beyond the scope of this paper. The remainder of this paper
describes the method used by the master and slave adapters to

1°29-2370/05/$10.00 (© 2005 KICS



derive a clock on the slave adapter that is synchronized to the
master TDM network clock with acceptable performance met-
rics.

The performance objective for the algorithm described herein
is to create a T1 interface at the output of the Ethernet transport
network that conforms to requirements set by the ITU-T G.824
[4] recommendation, as well as the Stratum-3 compatibility' re-
quirements set by the ANSI T.101-1994 standard [5]. Meeting
these performance requirements is generally considered to be
adequate for public MANs.

Clock synchronization problem is not new and various syn-
chronization techniques were developed as telecommunication
systems evolved [6]. Existing synchronization methods, mostly
de'signed for circuit emulation over ATM [7], can be classified
based on two major criteria. Methods that require common ref-
erence clock, also called the system clock, to facilitate recov-
ery of the service clock are known as the synchronous meth-
ods. In contrast, asynchronous methods do not require such a
reference. From the perspective of how the clock indications
are conveyed between the master and the slave node, methods
can be explicit (e.g., timestamp based) or implicit (e.g., de-
duced from the packet arrivals). Synchronous residual times-
tamp (SRTS) method [8], widely used in ATM, is an example of
a synchronous clocking scheme with explicit clock indications.
It communicates the difference between the system clock and
the master service clock to the slave in form of a timestamp,
which is used at the slave side to reconstruct the service clock.
This method dominated ATM circuit emulation deployments,
mainly because of its performance and simplicity. Since almost
all ATM networks were implemented over SONET, the com-
mon reference was readily available. In Ethernet, this assump-
tion rarely true, making SRTS impractical.” The main property
of the algorithm we construct in this paper is that it does not
require a system clock, while still achieving previously stated
performance objective.

An alternative to SRTS, also used in ATM, is the adaptive
clocking. This method is an example of asynchronous clock-
ing scheme with implicit clock indications. Namely, cell inter-
arrival times are averaged over a long period, either by direct
arrival time measurements or by controlling the local clock fre-
quency to maintain constant receive buffer level. Past experi-
ence from commercial ATM deployments has shown clear su-
periority of SRTS method over adaptive clocking. However,
the ATM community had little incentive to improve the adap-
tive clocking algorithms, mainly because of the availability of
the system clock from underlying SONET infrastructure. From
this perspective, our proposed algorithm represents an improve-
ment to the variety of adaptive clocking algorithms that has be-
come necessary with the proliferation of (asynchronous) Ether-
net MANGs.

In [9], the authors proposed to synthesize the reference clock
without using centralized reference source, but instead syn-
chronizing internal node cltocks among each other and then

IStratum-3 requires that during the first 24 hours the clock may not drift by
more than 3.7 x 10~ relative to the last synchronized frequency, while any de-
viation for any reason may not be higher than 4.6 ppm of the nominal frequency.

2If a central office has access to common system clock from some other
(legacy) network or GPS system, the use of SRTS in Ethernet MAN is a viable
option. However, such an assumption not universal.
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implementing the SRTS on the top of it to extract the ser-
vice clock. Clock indications are represented as tick events ex-
changed among neighboring nodes. To limit the delay variance,
the authors have proposed to originate and terminate clock in-
dications on each link either through SONET overheads (not
applicable to Ethernet) or by using special characters in the
8B10B line code (applicable to Ethernet). Eliminating the need
for centralized reference clock source would be the main ben-
efit for Ethernet, but hop-to-hop synchronization would require
augmenting each switch in the network with the proposed al-
gorithm, which may not be practical. Our objective is to con-
struct an algorithm that minimizes the set of requirements im-
posed on the Ethernet equipment inside the network. The only
two requirements we impose are that the packets carrying TDM
payload be assigned higher priority than the background data
packets and that the number of hops between two TDM adapter
elements be limited. The first requirement is a reasonable QoS
capability that many carrier-class Ethernet switches already im-
plement, while the second requirement is always satisfied in a
typical MAN.

An example of an asynchronous clocking system with explicit
clock indications that is architecturally suitable for a packet net-
work has been reported in [10]. This system recovers the clock
from received timestamps by assuming linear dependency be-
tween the master and the slave clock and estimating coefficients
of a linear function that minimizes the mean square error over
some predefined time window. The slave clock is then adjusted
using the estimated linear dependency. The results reported in
[10] have shown the ability to reconstruct the master clock with
jitter performance that is 10 times better than the network jitter.
As we shall show in Section III-B, simulating a realistic model
of an Ethernet MAN results in the packet arrival jitter of & 20 us
or more depending on the number of hops and the packet size.
A factor of 10 improvement would result in the recovered clock
jitter that is still too high with respect to the requirements set by
the standards.

In the remaining sections of this paper, we present a novel
algorithm that is asynchronous and thus suitable for TDM trans-
port over a pure packet infrastructure with no common reference
clock, but recovers the service clock with performance superior
to all asynchronous methods known to us. The synchronization
is performed in two steps. The first step uses implicit clock indi-
cations, namely packet interarrival times, that converges fast but
has limited accuracy. In the second step, the algorithm switches
to explicit clock indications (i.e., timestamps) and completes the
synchronization with high accuracy.

II. THE ALGORITHM

In this section, we introduce the algorithm used to synchro-
nize the slave clock to a master. Instead of presenting an en-
tire system at once, we first discuss each element, and gradually
construct the complete algorithm by adding new blocks as we
explain their function.

A. Holdover Loop

The first component of the algorithm is a digitally controlled
frequency locked loop (FLL) shown in Fig. 2, here referred to
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Fig. 2. The holdover loop.

as the holdover loop. It is used for two purposes: (1) To main-
tain the last known master frequency if the reference clock in-
dications are lost, and (2) to enable linear control of the output
frequency using an offset calculated by other components in the
system. This FLL is unlike classical digital PLL circuits [11]
or fractional-N frequency synthesizers [12]. Rather than deter-
mining the output frequency by multiplying the reference with
control input (a non linear operation), the input to the holdover
loop is an additive numerical offset from the nominal frequency.
This design provides convenient method for linearly controliing
the output frequency, which simplifies implementation of other
components of the system, while still meeting performance re-
quirements.

The system consists of a frequency divider, frequency mea-
surement block, loop filter (H(2)), linear gain/attenuator (G),
D/A converter (DAC) and voltage-controlled oscillator (VCO).
The output signal frequency is divided by IV and fed into the
measurement block, labeled Measure-T in the figure. This block
uses a local reference (fiof) to measure the period of the divider
output. A control signal (C) is subtracted from the output of the
measurement block to yield the period error.

Assuming good stability of the reference frequency over a
short measurement interval, the period error can be written as

N fret[n]
enzt———J——Cn. ¢))
[n] ol [n]
The units of e[n] are clock ticks, where one tick represents the
nominal period of a reference clock. We define the control signal
as

N f r0
=5 am )
where f,o and f are the nominal reference frequency and nom-
inal VCO center frequency, respectively, which are known to the
system. The signal z[n] is a desired deviation from the nominal
frequency. Neglecting the effects of the floor operator in (1) and
combining it with (2) yields

N[ 5(fo + aln)) = foulnl]
) = el o + 2]

Since the system output is typically a small deviation from the
nominal VCO center frequency fy, the denominator of (3) can
be approximated as f7. Further, defining the relative error of the
reference frequency as 8ref = (fref — fro)/ fro. the equation can
be written as

©)

NfrO(l + 5ref)
3

Finally, taking a geometric expansion of ﬁ and neglecting
the higher order terms yields

N T 5[‘9
e[n] = ro (]1((;_ J

Defining the system output y[n] = fou[n] — fo as an offset from
nominal VCO center frequency, we observe that the module en-
circled with the dashed line in Fig. 2 is a period comparator
followed by a linear gain, which can be written as

e[n] =

(fo+ al) = 15— sl @)

{alr) = [fouln)(1 = 8e0) = ]}

Nf'rO(l + 6ref)
&
where K, is the gain of an ideal VCO and G is the linear atten-
uation/gain that must be designed, along with the filter transfer
function H(z), to provide good steady-state accuracy, fast re-
sponse, and stability. For H(z), we use a first-order filter with a

pole at z = 1, which can provide zero steady-state error [13]

A=GK, , ©

1-d-z71
H(z) = —— (7)

The tunable parameters are the gain (G) and the location of
the zero in the loop filter (d). We have found that d = 0.05 and
G chosen such that the loop gain A = 1 are values that yield
slight underdamping, but provide a good tradeoff between the
response time and the overshoot. Analysis that lead us to these
values is presented in Section IIL

B. Open Loop Filter

The holdover loop is capable of maintaining and tracking the
frequency encoded by an input signal with a precision deter-
mined by the accuracy and frequency of the reference clock. We
now present the system components that determine the desired
output frequency. Our algorithm uses two independent mecha-
nisms for this purpose. The first mechanism, presented in this
section, uses low-pass filtering of measured packet interarrival
times. The second mechanism, which is presented in Section II-
C, uses timestamps to fine-tune the frequency set by the first
method.

For the first method, we observe that the master TDM net-
work injects packets into the asynchronous network at a rate
proportional to the master-clock. Therefore, packet interarrival
times can convey master clock information to the slave. How-
ever, as packets pass through an asynchronous network, their
measured interarrival times at the slave experience two kinds of
distortion.

The first and dominant form of distortion is variable delay due
to queuing. The amount and distribution of this delay depend on
network load and QoS parameters. The second (and less visible)
type of jitter is caused by the asynchronous design of typical
equipment used in Ethernet networks. Each line card in Ether-
net equipment uses an independent clock source and the relative
tolerance among these clocks will be reflected in the packet in-
terarrival times, even if no queuing delay has been experienced.
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Fig. 3. The open-loop filter combined with the holdover loop.

In the analysis presented in this paper, we consider only queuing
distortion and neglect the second effect.

The effects of jitter can be viewed as the signal processing
equivalent of noise imposed on a DC signal. If data are trans-
mitted over a synchronous network and interarrival times were
plotted as a function of time, the result would be a DC signal. If
packets experienced variable delay, this signal would still have
the same DC component but with an additive zero-mean noise
component. If the noise can be removed from the signal using a
low-pass filter, the original DC signal (i.e., the constant interar-
rival time) could be extracted.

The AAL-1 adaptive clocking mechanisms have used this
technique [8], but little attention has been paid to the design
of a filter for best clock extraction performance. In some pub-
lished work it has been (incorrectly) suggested that the filter de-
sign task is trivial because the network jitter has only the high-
frequency component [14]. As we show in Section III-B, while
zero mean, the noise from network jitter has very low frequency
components and an extremely narrow-band filter is necessary to
eliminate it.

Fig. 3 shows the system after combining the open-loop fil-
ter with the holdover loop. The interarrival times are mea-
sured using the Measure-T block described in Section II-A. The
Measure-T block on the left side of the figure outputs the num-
ber of reference clock ticks that occur between two packet ar-
rivals. The output is equivalent to the normalized interarrival
time represented as a fixed-point unsigned number with all bits
representing fractional binary digits. Therefore,

Tn) fre
T ®)

r[n] =
where T'[n] is the interarrival time (in seconds) of n-th packet,
fref is the reference clock frequency and b is the number of
bits in the counter. The all-ones output corresponds to r[n]
20-1/9% ~ 1, representing the maximum measurable interar-
rival time. The number of bits needed to represent the measure-
ments is function of the average interarrival time, network jitter
and the reference frequency.

The measured interarrival times are passed through a low-pass
filter implemented as an FIR filter, followed by a moving av-
erage filter. The two filters remove the high frequency noise,
which represents the network jitter. The signal is downsampled
and normalized using a constant gain C;. The length of the
moving average filter equals the downsample rate, so the out-
put of the decimator represents the mean of all samples being

. dropped. The motivation for the moving average is to construct
a downsampled signal by using the information contained in all
dropped samples.

To provide proper input to the holdover loop, the constant
gain C7 must be determined, such that the output of the decima-
tor approximates the (2). From (8), we have

sn] = J;*;f ©)
where h[n| is the impulse response of the FIR and the moving
average filter combined, and the symbol * signifies convolution.
Based on Fig. 7, we assume that applying a low-pass filter to a
signal composed of interarrival times T'[n], results in an estimate
of departure times at the master side (designated as T,,). De-
parture times are inversely proportional to the master clock fre-
quency (f,,) and directly proportional to the TDM frame length
Lirame (193 bits for T1 interface). Therefore,

(Tln] = hin),

Traln] = Tln] * Al

~ Lframe
fmln]
The estimated master frequency is the sum of the nominal

frequency and the estimated offset: f,, = fy + Z[n]. Applying

this definition to (10) and combining it with (2) and (9) yields

. (10)

N2 fq .. N2
C[n] B Lframe . frefs n] - LframeSIn]. (11)
The last approximation assumes that the local reference clock
does not deviate much from its nominal value. The effects of
the local reference precision are discussed in more detail in Sec-
tion I1I-D. Finally, we conclude that the open-loop gain should
be set to the following value

N2b
Lframe ‘
Following successful initial estimate of the master frequency

using the open loop filter, the recovered clock is “fine tuned”
using timestamped packets.

Ch (12)

C. The NTP Loop

The open-loop filter alone cannot lock the clock to the master
with the necessary accuracy, but it can provide an initial esti-
mate. After this, the timestamp-based mechanism takes over
and completes the locking process. We use a variant of the net-
work time protocol (NTP) [15], [16] and its timestamps and also
adopt the notation of NTP in this description.
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To date, NTP has principally been used on the Internet where
propagation delays and jitter are large and the clock sources
(i.e., computer clocks) are operating with poor granularity, dif-
ferent accuracy, and potentially large initial offset [17]. Prop-
erties of the circuit emulation application in MAN environment
allow for several simplifications of the standard NTP. First, the
clock distribution is strictly hierarchical and the clock sources
are considered reliable and accurate. This eliminates any re-
quirement to implement the clock selection and filtering parts of
the NTP algorithm (except for possible switchover to a backup
clock source in case of a failure). Second, in the circuit emu-
lation application, the goal is to synchronize clock frequency,
not the absolute time value. Furthermore, if timestamps are ex-
changed in-band, they can be deduced from the frame sequence
number because the time when the master sends the response
can be made deterministic. Fourth, the propagation delay and
jitter in a MAN environment are lower than on the Internet and
the initial clock offset can be made very small, as determined by
the open-loop filter. Therefore, the initial state for the NTP algo-
rithm is close to the target frequency, allowing fast convergence.
Finally, NTP adjusts the loop filter bandwidth dynamically [18]
as the slave clock converges to the master. Since our algorithm
implements two loops inside each other (the holdover loop and
the NTP loop), the order of the resulting system is higher than
if using NTP alone, which makes the design of an adaptive filter
more difficult. Therefore, we opted for using a single-pole, non-
adaptive filter in the NTP loop to avoid any undesirable effect
on system stability. .

The NTP loop is combined with the open-loop filter and the
holdover loop to produce the complete system shown in Fig. 4.
With proper selection of the time when the the NTP loop dom-
inates the control, the output converges quickly and with high
accuracy. The input for the holdover loop is a combination of
the open-loop filter output and the NTP protocol. The weight
factor w determines the relative contributions of the two mech-
anisms. Initially, with w = 0, there is no feedback from NTP,
and the system behaves as described in Section 1I-B. Over time,
the weight factor is gradually changed to 1, giving full control to
NTP. Our implementation, uses a linear ramp for w that reaches
1 after 50 seconds, but other functions, such as raised cosine,
may also be used.

When the transition period is finished, the weight factor be-
comes 1 and the system operates as a dual loop. The inner loop
operates as described in Section II-A and the outer loop is the
NTP protocol.

During the operation four timestamps are exchanged between
the slave and the master. Initially the slave sends out the request
for synchronization and records the time when the request has
departed the slave (7). Other timestamps are recorded when
the request reaches the master (7%), when the response departs
the master (73) and reaches the slave (T};). Timestamps 75 and
T4 are communicated to the slave as part of the response. The
process repeats periodically. At each timestamp exchange, the
following value is calculated

_ T -—T1+T5—-Ty
= 5 .

Assuming that at the beginning of n-th timestamp exchange

0

(13)

the absolute time at the slave is 77 = x (in unit ticks with refer-
ence to the recovered frequency f,,¢) and that the absolute time
at the master is offset by A from the slave, the timestamp values
are as follows

T1 = X,
ip1
T, - x+A+/ b,
0
TH+ip1
T3 = :c+A+/ fm(t)dt,
0
THtp1+ip2
T4 = x+ A + / fout(t)dt, (14)
0

where £, and t,,, are the propagation times from the slave to the
master and from the master to the slave, respectively.

Combining (13) and (14), followed by lengthy, but straight-
forward algebraic manipulations yields

O =8+ 5 [ [hnl®) = ol + 6,06, @9

where ¢, [n] represents all the remaining terms under the inte-
gral after the equation has been rearranged to read as (15). The
first term A is the absolute time offset that can be made rela-
tively small by initially synchronizing the absolute time at both
sides before attempting to synchronize the frequency. Typically,
the time offset can be maintained at the level comparable with
the propagation delay or better [17]. The second term is the
phase error, a desired component that depends on the instanta-
neous master and slave clock frequencies only and can be made
sufficiently larger than unwanted terms by increasing the period
between receiving the synchronization request and sending the
response (7). The third term is the phase noise, mostly due to
asymimetric links, variable propagation times and frequency in-
stabilities on both the slave and the master. The resulting se-
quence @[n] is passed through the loop filter resulting in the in-
put for the holdover Ioop.

For successful convergence, the phase error must be signif-
icantly larger than the noise component. This result can be
achieved if the time between receiving the NTP request at the
master side and sending an NTP response is deterministic and
significantly larger than the propagation time. In a MAN envi-
ronment with short delays and moderate jitter, this requirement
can be easily met.

For the loop filter, we use a single-pole IIR filter of the form

11—«

Hy(z) = 16)

1—az 1’
Unlike the FLL in the holdover loop that requires an integra-
tor (pole at z = 1) to eliminate the steady state error, the PLL
model of NTP can operate without an integrator, as phase cal-
culation (tick accumulation on the master and the slave side)
already performs this function. We have empirically determined
that the dual loop behaves best with parameters set to o = 0.1
and G1 = 0.08.
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Fig. 5. A linearized model of the holdover loop.

III. SYSTEM ANALYSIS AND SIMULATIONS

To determine the parameters of the system needed to meet
the requirements, we conducted simulations and conducted an
analytical study. This section presents the results and outlines
the lessons learned.

A. Holdover Loop Analysis

As suggested in Section II-A, the holdover loop must pro-
vide accurate steady state output, fast response and it must be
stable. Starting from (5), recalling the definition of the system
output y[n] = fout|n] — fo and neglecting the (1 — d,¢f) term,
we conclude that the holdover loop can be approximated as the
discrete-time linear system shown in Fig. 5.

The system is only a rough approximation valid in the vicinity
of the operating point, but still useful enough to determine the
system parameters, namely the loop gain A and the location of
pole d in the loop filter. The sampling rate of such a system is
variable and determined by the output frequency f,,; and the
division factor N. Therefore, only discrete'domain analysis can
produce meaningful results.

Function V' (z) is an artifact of approximations done to con-
struct the linearized model and for the purpose of this analysis
is attributed to the VCO dynamics. The goal of the analysis is
to first identify the V() and then determine the subset of space
defined by variables A and d for which the system is stable.
Having determined the stability region, we can vary the param-
eters to further optimize the system response.

Due to the nature of approximations we did to model the sys-
tem, V'(z) cannot be represented in closed form. Instead, we
model individual components of the system shown in Fig. 2
and simulate the impulse response. We then use the impulse
response to identify the V(z) and determine the stability re-
gion analytically. Finally, we test the system behavior at various
points inside the stability region as well as at its boundaries. If
we observe reasonable similarity in behavior between the sim-
ulated system and the analytical linear model, we conclude that
the model is valid.

We observed, through experimentation with the simulation
model, that using a two-pole, single-zero function for V(z) ap-
propriately models the system in the region of interest. Fig. 6
shows the stability region of the system for which all param-
eters except d and A have been fixed (N = 1544000, 16-bit
D/A converter, fi.r = 311.04 MHz, 50 ppm VCO deviation,
Viz) = (—zlﬁozs_)(()#g’_-&o.om))' The location of the operating point
at d = 0.05 and A = 1, provides sufficient margin to ensure the
loop stability over wide parameter tolerance range.

B. Open Loop Filter Requirements

As indicated in Section II-B, high packet arrival jitter makes
it hard to accurately estimate the master clock based on packet
arrivals only. The goal of the open-loop filter is to provide the
initial estimate with accuracy as high as possible without im-
posing unrealistic or hardly implementable requirements on the
filter structure.

We designed the filter by running network simulations and
constructing the power spectrum of measured packet interarrival
times. At the master side, packets were generated by a simulated
T1 constant bit rate (CBR) feed that is transported over a 5-
hop network with selectable background traffic. We performed
spectral analysis of the interarrival times using a 2048-point FFT
and a 2048-point Kaiser window with 8 = 0.25 {19]. The result
is shown in Fig. 7, which compares the power spectrum of the
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Fig. 6. Holdover loop stability region.

arrivals at the slave side (heavy line) to the power spectrum of
the departures at the master side (thin line).

We ran simulations using the ns-2 [20] tool with the follow-
ing setup: Each link in the simulation had a 1 Gb/s capacity and
was 75% loaded with background traffic. The T1 source and
sink were located at nodes 1 and 5, respectively. The T1 source
generated a 64-byte packet (T1 frame plus overhead) every 125
us. For the background traffic, total of 150 independent expo-
nential sources with identical statistics were distributed evenly
across the five nodes (30 per node). At each node, 20% of the
background traffic was removed and 20% of new background
traffic was injected into the network, to maintain a 75% load.
This ensured that the background traffic at each node contained a
mix of packets that had passed through only one hop and packets
that had experienced queuing at multiple hops. The maximum
packet size for the background traffic was 1500 bytes.

Class-based queuing (CBQ) [21] was used with two classes:
T1 traffic and the background traffic. Twenty percent of the to-
tal link bandwidth was allocated for the T1 class and borrow-
ing unused bandwidth from any class was permitted. The T1
traffic had strict priority over the background traffic. The main
source of jitter in this simulation is the non-preemptive nature of
queuing. Although a T1 packet arriving at the node has priority,
it will not interrupt a transmission in progress. Therefore, the
maximum packet size of the background traffic determines the
maximum delay jitter, which is £ 20 us.

Fig. 7 shows the noise spectrum starting at very low frequen-
cies, implying that an extremely narrowband filter is needed to
extract the original DC signal. Our experiments indicate that a
2048-tap FIR filter with cut-off frequency of 10~ - 7 is neces-
sary to recover the clock with accuracy better than 2 ppm.

C. Performance of an Open-Loop System

Fig. 8 shows the relative error (L’“%ﬁ’—) of the clock syn-
thesized by filtering the packet interarrival times. Secondary
effects such as finite precision arithmetic, non-ideal oscillators,
etc., have all been modeled in the simulation and set as follows:

Magnitude [dB]
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Arrival process
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Fig. 7. Power spectrum the arrival/departure process.

Nominal VCO center frequency and master frequency are set to
1.544 MHz (T1 link). Initial offset of the VCO is 10 ppm from
the nominal frequency. The systematic drift of the VCO is 10
ppm per day.> The VCO deviation is 50 ppm and the VCO is lin-
ear in this region. The local reference clock is 311.04 MHz and
conforms to Stratum-3 compatibility requirements. The worst
case is assumed for other parameters of the reference clock in-
cluding maximum allowed drift, maximum offset from the nom-
inal frequency, etc. Sampling rate for the holdover loop is 1s
(which translates to a division factor of N = 1544000 and a
downsample rate of M = 8000). The FIR filter uses 16-bit
values for the input signal and filter coefficients and the cut-off
frequency has been set to 10~ - 7. Overflow is avoided by using
a 32-bit fixed-point multiply-and-accumulate (MAC?*) unit and
ensuring that the sum of filter coefficients equals 1 (i.e., unit DC
gain filter). The holdover loop filter and the gain C are imple-
mented using floating-point arithmetic and the Measure-T block
in the holdover loop is implemented using 32-bit counters. The
D/A converter is 16-bit. These parameters were chosen to reflect
a realistic system implemented with low-cost components.

The results show that it is possible to approach the master
clock frequency with accuracy better than 2 ppm using only
measured packet interarrival times. Although this accuracy is
not sufficient, it demonstrates the tolerance of an extremely high
noise level with jitter of 20 us compared to 125 us nominal in-
terarrival period (almost five orders of magnitude jitter improve-
ment). Any residual jitter is due to noise that cannot be filtered
with a practical low-pass filter using finite precision arithmetic
and is removed using the timestamp-based method.

3Such a large drift is unlikely to occur in practice, but we used it in simulations
to stress the algorithm’s ability to correct for large errors.

4The abbreviation “MAC” is often used for both multiply-and-accumulate and
medium access control for Ethernet. It should be clear from the context which
is intended for a particular occurrence.
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Fig. 9. Synthesized frequency using the full algorithm.

D. Effects of the Local Reference

It is important to note that using the same reference source
in both Measure-T blocks shown in Fig. 3 cancels the effects
of reference instability. This can be analytically demonstrated
by combining (1) and (11). Neglecting the effects of rounding
and noting that the estimated master frequency is by definition
fm = Lframe/j:’m yields

Nfrn]

e[n] = (fm[n] = fous[n])- a7

fm foutln]
The equation indicates that the frequency error inside the closed-
loop system does not depend on the reference frequency. The
only effect of non-ideal reference frequency is modulation of
the loop gain, which does not affect the system convergence as
long as the stability is not compromised.

Our system is designed to remain stable for all loop gains in
the interval of 0 < A < 2, with A = 1 being the operating
point. With such a wide stability region, a tolerance of 4.6 ppm
(per Stratum-3 requirements) is safe for the system stability. The
loop gain is also modulated by the output frequency as it con-
verges to the master frequency, but this modulation is bound by
the VCO deviation, which is still within the safe stability range.
This modulation causes slightly slower convergence than that
predicted by a linear model.

The result of (17) is also intuitive, as any increase in reference
frequency will cause r[n] to increase and, in turn, cause the input
to the loop (c[n]) to increase. On the other hand, an increase
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Fig. 10. Clock drift after 20000 seconds of simulation.

in reference frequency will cause an increase in the measured
period of f4;,, which provides negative feedback in the error
e[n].

E. Performance of a Dual-Loop System

Fig. 9 shows the first 120 seconds of simulation, giving NTP
full control after 50 seconds and reducing the maximum error to
under 1078, while the average error is at 10! order of mag-
nitude. The open-loop action can be observed in the beginning
and the graph is similar to that of Fig. 8.

The result shown in the figure uses the same network setup
as discussed in Section III-B. For NTP, it is assumed that a new
set of NTP timestamps is exchanged immediately following the
clock update at the slave side. The time between receiving the
request and sending the response at the master side is 1 s.

The tick counter on the slave side counts the cycles of the [
signal and does not directly use the local reference. The refer-
ence clock variation will initially cause the inner loop to modify
the output frequency, but the difference will be reflected in the
value of the timestamps and corrected on the next frequency up-
date. In this way, the outer loop corrects any wander caused by
the inner loop and allows the output to fully lock to the master
frequency. This behavior is illustrated in Fig. 10, which shows
the relative frequency error of the local reference (thick line)
compared to the recovered clock.

The figure shows the state after 20000 seconds, assuming that
the reference clock started with zero error and drifted over time
at the rate of 0.37 ppm/day (Stratum-3). After 20000 seconds the
reference clock error is slightly less than 0.1 ppm and continues
to drift, while the recovered clock is still oscillating around the
ZETO mean error.

IV. CONFORMANCE TESTS

We have presented an algorithm and simulation results that
show a new method for high-accuracy synchronization. In
locked mode, the maximum relative error between the local
clock and the master clock was approximately 10~2 (0.01ppm)
at any time, and 10~! averaged over a long period. In this sec-
tion, we discuss the performance of the algorithm compared to
the performance requirements set by standards for synchronous
networks [4]. Of specific interest is the clock wander perfor-
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Fig. 11. Maximum time interval error (MTIE).

mance, which is characterized by maximum time interval error
(MTIE) and by time deviation (TDEV).

MTIE is a measure of buffer overflow or starvation if data
are injected into the network synchronously with an ideal clock
and removed from the network synchronously with the clock
under test. It is defined as the maximum difference between the
maximum and the minimum time error function within any time
window T = nTy, also referred to as the observation time over
n samples where 7y is the sampling period

MTIE(nm) = min zi] . | (18)

k<i<k+n

max [ max I;—
1<k<N—n LEk<Zi<k+n
Here, the time error function x; = x(i7p) is the difference be-
tween the time measured with reference to an ideal clock and
the same time measured with reference to the clock under test.

The time deviation (TDEV) as a function of an integration
period 7 = nTy is defined as

1 N—-3n+1
TDEV (nro) 6n2(N —3n + 1) ; Ajn
Jjtn—1
Ajm = > Titzn — 2Tipn + T, 19)
i=j

where N is the range of integration periods over which TDEV
is calculated as n € {1,2,3,---,|N/3]}. Similar to MTIE,
time deviation can also be interpreted as a buffer level when the
data are clocked in synchronously to the reference and clocked
out using the slave clock. While MTIE presented a static mea-
sure (worst case level within an observation time), TDEV pro-
vides some insight into dynamic characteristics. Lower MTIE
and TDEYV indicate better performance.

We have measured the MTIE and TDEV for our algorithm
using observation times between 2 and 10000 s. Because the
algorithm updates the VCO once per second, clock wander per-
formance over time intervals shorter than 1 second cannot be

TDEV [ns]
104_ T IT|||||I T T I||||I| T T T T 17710
r Actual] TDEV —— -
Required TDEV —— |
10% - No-jitter TDEV -+ - -
102
10! ©
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1071 sl ol |
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Fig. 12. Time deviation (TDEV).

guaranteed with the algorithm. Instead, required short-term per-
formance is ensured by selecting the VCO device with appropri-
ate wander specification. Low-wander VCO requirements affect
only short observation times and we do not anticipate a problem
in practice.

Figs. 11 and 12 compare the observed performance (thick
lines) to the requirements of ITU-T G.824 [4] standard (thin
lines). The graph shows that the emulated T1 interface conforms
to the standard over the observation times we tested.

The dotted lines show the performance from a simulation of a
zero-delay network. This curve illustrates the sensitivity of the
algorithm to network delay and delay variation. The zero delay
is applied only to the NTP loop, whereas the open loop filter was
still subjected to the full range of delay and jitter conditions. The
penalty ranges between 50% and a factor of 3, suggesting that a
network with small delays and delay variation is required.

With highest queuing priority for TDM traffic, delay variation
is determined by the number of hops and the packet size distribu-
tion of the background traffic. The mean delay is determined by
the number of hops and geographical distance. Our simulation
environment reflects a realistic metropolitan-size gigabit Ether-
net network. The results suggest that TDM emulation is feasible
for MANSs, but its utility for core networks (e.g., a national back-
bone) must still be explored. Using 10 Gb/s Ethernet will im-
prove the delay variation, yielding improved performance, but
the mean delay is irreducible.

V. IMPLEMENTATION CONCERNS

An adapter supporting T1 transport over Ethernet is currently
under construction in our lab and this section outlines some
lessons learned from this effort. While the simulation discussed
previously accurately models key parameters and includes many
secondary effects (e.g., finite precision arithmetic, D/A conver-
sion quantization, non ideal oscillators, etc.), there are additional
side effects that are important in a real-world implementation.



A. Measuring the Interarrival Times

One of the foundations of the algorithm is measuring the
event period with high precision (i.e., the Measure-T block).
Measurements (in clock ticks) are interpreted by other blocks
as a fixed-point representation of the signal. The local reference
clock determines the measurement granularity, with a higher fre-
quency giving more accurate results. The effect of using a finite
frequency is analogous to quantization noise in signal process-
ing systems. The simulations presented earlier model this ef-
fect and show that a local reference of approximately 300 MHz
is sufficient to minimize the impact of quantization on perfor-
mance. To avoid using a custom-built oscillator, we have chosen
a 311.04 MHz reference frequency, which we achieve by using
a standard 19.44 MHz Stratum-3 oscillator in cascade with an
analog PLL circuit that boosts the frequency to 155.52 MHz.
The measurement circuit operates on both edges of the clock,
effectively achieving the desired 311.04 MHz reference.

In locked mode, the reference frequency error has two effects.
First, it modulates the loop gain; second, it adds an offset to the
output frequency whose relative magnitude equals the relative
reference frequency error. The closed loop system ensures that
none of these effects impact the accuracy of the output. They
can only impact the system stability, which we prevent by en-
suring that the system remains stable for all possible variations
in reference frequency. In holdover mode, which is entered if the
data link between the master and the slave adapter is broken or if
packets are dropped for an extended period, the reference clock
jitter and wander propagate to the output. The system main-
tains the last known master frequency by keeping the control
input at the last valid update value. The choice of a Stratum-3
compatible reference ensures that the entire system is Stratum-3
compatible when operating in the holdover mode.

To maintain the accuracy of measurements, packet interar-
rival times must be measured close to the physical layer. Many
Ethernet switching components pass packets through several in-
dependent clock domains before reaching a packet processing
block where the arrival of a TDM packet can be recognized. To
avoid these resynchronizations and the resulting accuracy loss,
we measure the arrival times of all packets using a physical-
layer circuit with byte-realignment function disabled. At the
parallel interface side, we search for start-of-packet (SOP) char-
acters and record the word in which the event appeared. We also
record the amount of shift that would be necessary to realign the
word. This information is sufficient to construct a pulse with
a bit-granularity whose location in time is determined by the
packet arrival time. Measuring the time between such pulses
generates a train of interarrival time measurements for all traf-
fic at the interface including corrupted and invalid packets. The
measurement data are passed to a packet processor which adds
them to an accumulator register until the packet header matches
the pattern that designates the monitored T1 traffic. After the
match, the value in the accumulator register is passed to the FIR
filter and the accumulator is reset to zero.

B. Hardware/Software Partitioning

The next stage in the open-loop is a 2048-tap FIR filter, which
executes on each T1 packet arrival (125 us on the average). For
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16-bit operands, the filter requires a 6 K buffer storage (2 K for
filter coefficients and 4 K for samples) and a processor capable
of executing one MAC operation every 122 ns.> The FIR filter
(buffers and the MAC unit) is implemented in the same FPGA
as the Measure-T block.

The moving average filter and the downsampling is also im-
plemented in FPGA. Because the downsample rate matches the
length of the moving average filter, a long buffer to store the lat-
est M samples is not necessary. Instead, the decimator block
and the moving average are merged into a single block con-
taining an accumulator followed by a divider. The accumula-
tor starts with a zero value and adds the incoming samples until
M of them have arrived. The resulting value is divided by M,
passed to the next block of the algorithm and the accumulator is
reset. To avoid losing precision, a minimum of byac + log, M
bits are used to implement the accumulator, where byac is the
width of the MAC unit output (32 bits in our implementation).

The accumulator/decimator circuit is the last stage imple-
mented in the FPGA. The samples following this block arrive
at a modest rate of 1 sample per second, which allows the rest of
the algorithm to be implemented using a low-cost general pur-
pose processor. Division by M is performed in software using
floating point arithmetic. The performance requirements on the
processor are modest at this point, enabling the use of floating-
point arithmetic. In the holdover loop, the divide-by-/V and the
Measure-T blocks are implemented in FPGA, while all remain-
ing blocks are executing on the processor. The Measure-T block
is the same as the one used to measure packet interarrival times,
except that a 32-bit number representation is used.

The choice of the processor and the operating system has
mostly been determined by cost and availability. The prototype
implementations uses a Motorola PowerQUICC II® processor
[22] integrating a PowerPC core, communication co-processor
and T1 and Ethernet interfaces. The operating system we have
chosen is Linux kernel version 2.4.x. The clock extraction al-
gorithm and other system management/housekeeping processes
run on the PowerPC core in the user space. Packet encapsula-
tion is a combination of co-processor microcode and a kernel
process running on the core. The structure of the clock recovery
process is simple: It reads data from the FPGA device driver and
the NTP daemon, performs calculations following the data flow
of Fig. 4 and writes the output to the device driver controlling
the DAC.

C. VCO Selection

The clock recovery algorithm updates the VCO input once
per second, on average. As shown in Section IV the algorithm
can successfully meet the performance objectives for any type
of offset, drift, or wander if the observation times are greater
than the update rate. The only VCO requirement is that its de-
viation be greater than the maximum possible offset resulting
from conditions during the equipment life cycle. These factors
include accumulated drift at the end of equipment life, maxi-
mum frequency wander, initial center frequency offset, etc. For

5The coefficient symmetry that exists in low-pass, linear-phase, and FIR filters
allows for storing only the first 1024 coefficients and executing the filter using
1024 MAC operations.

6PowerQUICC 11 is a trademark of Motorola, Inc.
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observation times shorter than 1 second, the algorithm cannot
correct errors caused by jitter and wander, and the system must
rely on the VCO to stay within the required specifications.

V1. CONCLUSIONS AND FUTURE WORK

The ability to emulate synchronous services over an asyn-
chronous network infrastructure is critical for supporting legacy
telecom service using emerging MAN technologies such as Eth-
ernet. Successful emulation allows lower-cost technologies to
be used for high-bandwidth data transport while not requiring a
separate infrastructure for older, but important applications.

Published work and the efforts in relevant standard organiza-

tions and consortiums, such as IETF [23] and metro Ethernet fo-
rum [24], have specified the synchronization problem, but there
have been limited results leading to an adequate solution. In-
stead, the previous work has largely focused on packetization
‘techniques, which we consider a straightforward engineering
task rather than a research challenge. The major challenge for
TDM emulation is meeting the clocking and synchronization re-
quirements. We demonstrated that synchronization problem can
be solved for services at useful speeds (T1 and E1). Improving
this algorithm to meet more rigorous requirements for the OC-X
hierarchy (thus enabling full emulation of SONET over Ether-
net) is still unexplored. If achievable and cost-effective, such
a capability would bring a radically new alternative for metro
network deployments.

We are currently implementing a prototype system to trans-
port multiple T1 links over an Ethernet network. The objective
is to experimentally verify the correctness of the proposed al-
gorithm beyond the simulations and to integrate the technology
with other Ethernet equipment. For future work, we plan to ex-
plore (both experimentally and theoretically) the effect of dif-
ferent traffic patterns, network topologies and QoS to the clock
recovery performance. We expect to develop further improve-
ments to the algorithm in an effort to achieve successful SONET
over Ethernet emulation. We further plan to explore the viabil-
ity of implementing various TDM services, such as fractional-
T1 and Centrex, in Ethernet environment. We believe this work
will result in further elimination of TDM-centric equipment, re-
duction of network operating costs and smoother migration to
fully packet-oriented MANS.
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