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The main purpose of a spatial audio system is to give a 
listener the same impression as if he/she were present in a 
recorded environment. A dummy head microphone is 
generally used for such purposes. Because of its human-
like shape, we can obtain good spatial sound images. 
However, its shape is a restriction on its public use and it is 
difficult to convert a 2-channel recording into multi-
channel signals for an efficient rendering over a multi-
speaker arrangement. In order to solve the problems 
mentioned above, a spatial audio system is proposed that 
uses multiple microphones on a rigid sphere. The system 
has five microphones placed on special points of the rigid 
sphere, and it generates audio signals for headphone, 
stereo, stereo dipole, 4-channel, and 5-channel 
reproduction environments. Subjective localization 
experiments show that front/back confusion, which is a 
common limitation of spatial audio systems using the 
dummy head microphone, can be reduced dramatically in 
4-channel and 5-channel reproduction environments and 
can be reduced slightly in a headphone reproduction 
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I. Introduction 

An ideal spatial audio system would produce the illusion of 
hearing sounds as if a listener were actually present in a 
recorded environment. The sound is actually created by the 
headphone or loudspeakers, but a listener’s perception is that 
the sounds are coming from all around him. While it is possible 
to use real human ears for binaural recording (using probe 
microphones inserted into the eardrums of a person), it is 
difficult to mount high-quality microphones in the ears, and the 
head movements and noise of the person can be obstructive. 
Dummy head microphones are models of human heads with 
pressure microphones in the ears that can be used for 
originating binaural signals suitable for measurement or 
reproduction [1], [2]. Binaural recording and reproduction 
systems using a dummy head have been used in various fields 
such as virtual reality systems, transaural reproduction systems 
for entertainment, and in the evaluation of many sound fields 
[3]-[5]. The idea behind the binaural technique is that the input 
to hearing consists of two signals—sound pressures at each of 
the eardrums. If these are recorded in the ears of a listener and 
reproduced exactly (usually through a headphone), then a 
complete auditory impression is recreated, including spatial 
aspects such as direction and distance of the sound sources [6]. 
A head related transfer function (HRTF) of the dummy head is 
mainly determined by geometric shapes of the pinna, head, and 
torso of the dummy head. Therefore, its HRTFs can be viewed 
as averaged and fixed characteristics for the sets of HRTF 
under consideration. Despite its high quality of spatial sound 
images, a dummy head may cause several problems such as an 
elevation of the front image, coloration, and reversals. Among 
these problems, a common limitation of the dummy head is 
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reversals: sound sources in the front hemisphere are often heard 
as if they were placed in the rear hemisphere [7]-[9]. 

The reproduction of binaural recordings through 
loudspeakers, referred to as “transaural audio” [10]-[12] 
overcomes the problem of inside-head localization of virtual 
acoustic images but not the problem of reversals: reproduction 
with two front loudspeakers also causes reversals of virtual 
acoustic images [13]. There are two kinds of reversals: back-to-
front reversals generally occur in the case of frontal 
loudspeaker reproduction, whereas front-to-back reversals 
usually occur with headphone reproduction. The explanation 
for this ambiguity might be that commercial dummy heads do 
not replicate exactly individual shapes of the human head. Also, 
listeners use small head movements to distinguish between 
front and back images, while binaural recording is undertaken 
with a fixed dummy head position [14], [15]. The available 
commercial dummy heads have not been standardized yet, and 
consequently different dummy heads produce different 
performances [16]-[18]. 

Sometimes, human heads are approximated by using a rigid 
sphere, which simulates the shadowing effect of the head [19]. 
Recordings made using such approaches have been found to 
have reasonable loudspeaker compatibility as they do not have 
unusual equalization that results from pinna filtering. Binaural 
signals recorded by a dummy head will typically suffer two 
stages of pinna filtering when they are replayed through 
loudspeakers—once on recording and then again on 
reproduction—giving rise to distorted timbral characteristics. 
There are products which place two microphones at the 
opposite places on a rigid sphere to increase spatial images for 
stereo reproduction [20], [21]. However, because of a sphere’s 
symmetrical characteristics, a sound source in the frontal 
hemisphere plane has the same sound image as one in the rear 
hemisphere plane which has the same distance and mirrored 
angle with the source in frontal hemisphere plane. So there 
exist more severe reversals. The previous study [22] on 
multiple microphones using a rigid sphere adopted four 
microphones and 4×4 inverse filters to reproduce sound 
images in a 4-channel environment. This system also reduced 
the front/back confusions but only considered the 4-channel 
reproduction environment. 

Our goal is to provide a spatial audio system which can 
resolve the so-called reversal problem and produce audio 
signals adapting to 5-channel, 4-channel, stereo/stereo dipole, 
and headphone reproduction environments. The processing 
procedure of our system is shown in Fig. 1. For acquisition of 
acoustical sources, we placed five microphones on the 
horizontal plane of a rigid sphere. The positions of four side 
microphones and a center microphone are chosen to reflect a 
slight head movement and to increase frontal virtual images, 

respectively. A post processing module uses inverse filters for 
various kinds of reproduction environments. In this part, the 
audio signals acquired from the multiple microphones are 
processed via a matrix of linear filters in order to produce 
corresponding reproduction signals. The matrixes of linear 
filters are 5×5 for 5-channel, 4×4 for 4-channel, and 2×2 for 
stereo/stereo dipole reproduction environments generated using a 
method of frequency domain deconvolution with regularization 
(fast deconvolution) [23]. These filters are designed to ensure 
that the recorded signals are generated at the same microphone 
positions on the surface of the sphere placed at the position of a 
listener’s head in reproduction environments. The post processed 
signals are those for 5-channel, 4-channel, headphone, stereo, 
and stereo dipole [24], [25] reproduction environments. The 5-
channel reproduction environment follows the ITU 5.1 
loudspeaker configuration [26] except the subwoofer for low 
frequency effect (LFE). The 4-channel reproduction also follows 
the ITU 5.1 configuration except for the center and subwoofer. 
The 3D audio reproduction parts reproduce the post-processed 
audio signals. For the generation of various inverse filters, we 
measured a rigid sphere’s impulse responses in an anechoic 
chamber. Using these impulse responses, we generated virtual 
sources using mono sources for a localization experiment. The 
subjective localization experiments were performed in the 
anechoic chamber to validate the system’s performance. The 
results of our experiments show that our system can resolve the 
front/back confusions in 5-channel and 4-channel reproduction 
environments and can get similar results in a headphone 
reproduction as a binaural recording. 

A 3D audio acquisition method using multiple microphones 
on a rigid sphere and a post processing and reproduction 
method are described in sections II and III, respectively. 
Section IV describes the subjective localization experiments 
and results. Finally, conclusions and future work are presented 
in section V. 
 

 

Fig. 1. The processing procedure of the spatial audio system. 
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II. 3D Audio Acquisition Using Multiple Microphones 
on a Rigid Sphere 

1. Measurement of a Sphere’s Impulse Responses 

Impulse responses produced by a sphere were measured in 
order to calculate various inverse filters for post processing. 
The measurements were performed in Tokyo Denki 
University’s anechoic chamber. The sphere was mounted 1.2 m 
above the floor, and a loudspeaker was positioned 1.4 m from 
the origin of the sphere in the manner of the KEMAR dummy 
HRTF measurements by Bill Gardner and others [27]. For the 
measurement of impulse responses, we used the AEIRM 
impulse response measurement system [28]. The impulse 
responses were obtained using TSP (Time Stretched Pulse) 
sequences. We measured a horizontal plane’s impulse 
responses by rotating the sphere by 5 degrees and obtained 72 
impulse responses. In order to compensate for the non-uniform 
responses of both the loudspeaker and microphone, a free-field 
impulse response was measured and deconvolved from the 
results of the sphere’s impulse responses. Figure 2 shows 
examples of the measured impulse responses. As we can see in 
Fig. 2, two impulse responses with the same distance and 
mirrored angle are the same, so front/back confusion is 
common in recording using a rigid sphere with two 
microphones at the opposite place of a sphere’s horizontal 
plane. To resolve this problem, our system uses five 
microphones on a rigid sphere’s horizontal plane, consequently 

 
 

Fig. 2. Impulse responses of a rigid sphere (amplitude vs. no. of
samples). 
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changing the responses of the mirrored direction. 

2. The Layout of Microphones on a Rigid Sphere. 

The layout of five microphones on a horizontal plane of a 
rigid sphere is shown in Fig. 3. A center microphone (No. 1) is 
placed in front of the rigid sphere for increasing the frontal 
virtual image, and the left two microphones and right two 
microphones are placed at the left and right sides of the rigid 
sphere with a 30 degree gap in the horizontal plane. In Fig. 3, ui 

indicates the i-th microphone’s output signal. 
For human hearing, the onset time of a sound will be different 

for each ear. This is referred to as the interaural time difference 
(ITD). Psychophysical experiments have shown that these 
localization cues are effective only in the range below 1.5 kHz. 
Another mechanism known as the interaural level difference 
(ILD) may be used. Since the head is a relatively dense medium, 
it will tend to cast an acoustical shadow on the ear contralateral to 
the sound sources. The attenuation has been measured to be just 
over 40 dB for frequencies above 3 kHz [29].  

Generally, one rotates his head to detect the sound direction, 
 

 

Fig. 3. Layout of microphones on a rigid sphere. 

u1, u2, u3, u4, u5 

5ch output 

1

2

4

3 

5 

30° 
15°

 
 

Fig. 4. The prototype of a sphere microphone. 
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since this consequently changes the ITD and ILD. In the 
median plane of the head, if sound comes from the same 
distance of the front/back positions, there is no difference in the 
ITD and ILD between left and right ears, so it is difficult to 
decide the direction in this case without rotating the head. 
Therefore, the positions of the four side microphones are 
chosen for reflecting a slight head movement, with an average 
of 30 degrees. The position of the four side microphones 
correspond to a slight head rotation of the listener in the 
reproduction environment. During the reproduction, the 
listener can rotate his head and get different sound sources 
through these microphones, which can help in determining the 
front/back sound sources. Figure 4 shows the prototype of a 
sphere microphone that consists of multiple microphones on a 
horizontal plane. 

III. Post Processing and 3D Audio Reproduction 

1. Fast Deconvolution 

Binaural signals are often used in virtual reality systems to 
generate a three dimensional sound field. Generally, we acquire 
spatial sound sources using a dummy head and reproduce them 
through a headphone. Although the reproduction of 3D sound 
through the headphone works well, this way has some 
disadvantages such as in-head localization. To overcome these 
disadvantages, we use a pair of loudspeakers instead of a 
headphone. When reproducing 3D audio signals using 
loudspeakers, we have to cancel so-called crosstalk. Crosstalk 
cancellation involves the acoustical cancellation of an 
unwanted signal from the left loudspeaker to the right ear and 
vice versa. There are various methods for the design of a 
crosstalk cancellation filter [30]-[33]. In our system, we use the 
“Fast Deconvolution method using Regularization,” which is 
suggested by Ole Kirkeby and others [23]. The fast 
deconvolution algorithm combines the well known principles 
of least squares inversion in the frequency domain [34] with 
the zeroth order regularization method [35], which is 
traditionally used when one is faced with an ill-conditioned 
inversion problem [36], [37].  

The purpose of multi-channel deconvolution is to derive the 
appropriate signals to be played over a set of S loudspeakers, so 
that a desired sound field is reproduced at R target points in 
space as accurately as possible. In our system, we need 5×5, 
4×4, and 2×2 inverse filters for 5-channel, 4-channel, and 
stereo or stereo dipole reproduction, respectively.  

Figure 5 shows a signal processing flow of a multi-channel 
sound reproduction system. From Fig. 5, u(z) is a vector of T 
observed signals, v(z) is a vector of S source input signals, w(z) 
is a vector of R reproduced signals, d(z) is a vector of R desired 

signals, and e(z) is a vector of R performance error signals. We 
hope to reproduce u(z) in plant C(z) at R points as closely as 
possible by an optimal designing of inverse filter H(z), which 
can compensate for plant transfer function C(z).  

 
 

Fig. 5. The block diagram of a discrete-time multi-channel sound 
reproduction system. 
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Figure 5 contains three primary matrices that define the 

operation of this system; these are R×T target matrix A(z), 
R×S plant matrix C(z), and S×T inverse filter H(z). The C(z) 
matrix is comprised of the impulse response of the system 
configuration as measured at each target point while using 
each loudspeaker independently. The output of the A(z) 
matrix is a vector containing the ideal or desired signals [14]. 
So A(z) represents the desired model of the system. 
Individually, the C(z) and H(z) matrices provide a limited 
amount of information; however, when they are convolved, 
the resulting matrix w(z) indicates the quality of the crosstalk 
cancellation. The fast deconvolution algorithm is for 
determining a matrix of causal inverse filters H(z) given C(z) 
and A(z). The T inputs that comprise the u(z) vector are 
processed through the H(z) filter matrix and results in S 
sources in the vector v(z). This vector contains the signals 
targeted for the loudspeaker. 

In the special case where the desired signals d(z) are 
identical to the observed signals u(z), the matrix A(z) is an 
identity matrix of order R=T, so the optimal inverse filters are 
given by 

),(])()([)( 1 kkkk HH
I CICCH −+= β          (1) 

where k denotes the k-th frequency index (refer to [23] for 
more details). 

From (1), β  is a regularization parameter for control of the 
inverse filters. If β  is too small, there will be sharp peaks in 
the frequency response of the inverse filter, and if β  is too 
large, the deconvolution will not be very accurate. Fortunately, 
though, the exact value of β  is usually not critical [23]. 
Ultimately, a subjective judgment is necessary in order to 
determine whether the value of β  is acceptable. For 
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determining the value of ,β a simple trial-and-error 
experiment is enough.  

In our system, for 5×5 inverse filters, β = 0.0001; for 4×4 
inverse filters, β =0.0005; for stereo inverse filters, β = 0.01; 
and for stereo dipole, β =0.005. 

In 5×5 inverse filtering, we hope to reproduce u1~5 signals at 
the rigid sphere’s five points as closely as possible, as shown in 
Fig. 6. In 4×4 inverse filtering, we hope to reproduce u2~5 
signals at the rigid sphere’s four points (same as 5×5 except no. 
1 point shown in Fig. 6) as closely as possible. In 2×2 inverse 
filtering, we hope to reproduce 2-channel headphone signals at 
the rigid sphere’s two points (left and right 90 degrees) as 
closely as possible. 
 

 

Fig. 6. 5-channel inverse filtering. 
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2. Inverse Filtering for Reproduction through Loudspeakers 

The post processing part generates various reproduction 
signals using convolution between source input signals and 
filters. Figure 7 shows all of these post processing and 
notations of the resulted signals. In Fig. 7, ui indicates i-th 
microphone’s output signal (recorded signal). The v indicates 
various reproduction signals, which are generated using 
convolution between recorded signals and inverse filters. In our 
system, we have two options for the generation of headphone 
reproduction signals: one uses the 5-channel recorded signals 
u1-5 and the other uses 5-channel reproduction signals (inverse 
filtered signals vC

5ch, vL
5ch, vR

5ch vLS
5ch, vRS

5ch). So for the 
generation of stereo/stereo dipole reproduction signals, a user 
can choose one of them. 

A. Inverse Filtering for 5-Channel Reproduction 

The 5-channel reproduction configuration follows the ITU 
5.1 standard except for the subwoofer for LFE. For the 5-
channel reproduction, we convolve u1-5 recorded signals with  

 

Fig. 7. Block diagram of post processing. 
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Fig. 8. Inverse filter coefficients for 5-channel reproduction 
(amplitude vs. no. of samples). 
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5×5 inverse filters and produce 5-channel reproduction signals 
(vC

5ch, vL
5ch, vR

5ch vLS
5ch, vRS

5ch). Figures 8 and 9 show the 5×5 
inverse filters and their frequency characteristics, respectively. 
The length of the inverse filter’s response for 5-channel 
reproduction is 1024 coefficients. The hRS indicates the inverse 
filter from S loudspeaker to R target point on the rigid sphere. 
The wRS indicates a reproduced signal from S loudspeakers to R 
target point on the rigid sphere and can be generated through 
convolution between plant impulse response c(n) and hRS. So 
the sum of R rows in Fig. 9 indicates the reproduced signals at 
R point on the rigid sphere. 
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Fig. 9. Frequency characteristics of 5-channel inverse filters (the
magnitude in dB vs. frequency in kHz). 
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B. Inverse Filtering for 4-channel Reproduction 

The 4-channel reproduction configuration follows the ITU 
5.1 standard except for the center and subwoofer for LFE. For 
the 4-channel reproduction, we convolve u2-5 microphone 
signals with 4×4 inverse filters and produce 4-channel 
reproduction signals (vL

4ch, vR
4ch vLS

4ch, vRS
4ch). Figures 10 and 11 

show 4×4 inverse filters and their frequency characteristics, 
respectively. The length of the inverse filter’s response for 4-
channel reproduction is 1024 coefficients.  

 
 

Fig. 10. Inverse filter coefficients for 4-channel reproduction
(amplitude vs. no. of samples). 
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Fig. 11. Frequency characteristics of 4-channel inverse filters (the 
magnitude in dB vs. frequency in kHz). 
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C. Inverse Filtering for Stereo and Stereo Dipole Reproduction 

For the stereo/stereo dipole reproduction environment, we 
convolve 2-channel headphone signals with 2×2 inverse filters 
and produce stereo or stereo dipole reproduction signals.  
Figure 12 shows the 2×2 inverse filters and their frequency 
characteristics of stereo dipole reproduction. Figure 13 shows 
2×2 inverse filters and their frequency characteristics for stereo 
reproduction. The stereo/stereo dipole inverse filters are 

 

 

Fig. 12. Inverse filters for stereo dipole reproduction (amplitude 
vs. no. of samples) and their frequency characteristics 
(the magnitude in dB vs. frequency in kHz). 
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Fig. 13. Inverse filters for stereo reproduction (amplitude vs. no.
of samples) and their frequency characteristics (the
magnitude in dB vs. frequency in kHz). 
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generated using impulse responses between the stereo/stereo 
dipole loudspeaker position and LT (-90 degree) and RT (90 
degree) point on a rigid sphere. The length of the inverse filter’s 
response for stereo/stereo dipole reproduction is 512 
coefficients. 

The 5×5, 4×4, and 2×2 inverse filters are generated using 
impulse responses between loudspeakers and microphones on 
a rigid sphere. The frequency characteristic figure of these 
inverse filters shows that only diagonal elements (direct 
sources) are generated (flat frequency characteristic) and other 
elements (crosstalk sources) are eliminated. 

3. Generation of Headphone Reproduction Signals 

We have two methods for the generation of headphone 
reproduction signals. One uses 5-channel recorded signals and 
the other uses 5-channel reproduction signals, both mentioned 
before. 

A. Generation of Headphone Reproduction Signals Using 5-
channel Recorded Signals: u1~5 

This method is based on the conversion of 5-channel 
recorded signals, u1~5. We converted the output signals of each 
microphone using conversion filters, which are generated using 
a sphere’s impulse responses. When we measured impulse 
responses of the rigid sphere, we positioned a loudspeaker on a 
fixed point and rotated the rigid sphere’s microphone direction 
on a horizontal plane as shown in Fig. 14. In this figure, SIRn 

indicates the sphere’s impulse response of n degrees between 
the loudspeaker and microphone on the rigid sphere. So, SIR0 
indicates the direct impulse response between the loudspeaker 
and microphone on the rigid sphere. The conversion filters are 
generated using SIR0 and impulse responses of the rigid sphere. 
 

 

Fig. 14. Measurement of SIR (sphere impulse response). 
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Equation (2) shows the generation method of sphere 
conversion filter SCF0-355, which is used for the conversion of 
5-channel recorded signals to headphone reproduction signals, 
using the convolution between a sphere’s impulse response and 
the inverse of SIR0. 

),conv( 1
035503550
−

−− = SIRSIRSCF          (2) 

For the generation of 2-channel signals for headphone 
reproduction using 5-channel recorded signals, we convert 
each microphone’s output signal to LT (-90 degree) and RT (90 
degree) points using SCFs as shown in Fig. 15.  

 
 

Fig. 15. The generation of headphone reproduction signals using 
5-channel recorded signals (u1-5). 

SCF1-LT

1 

2

SCF2-LT

SCF4-LT

4

LT (-90°)

15° 

RT (90°) 

3

5

SCF3-RT

SCF5-RT

SCF1-RT

 



160   Taejin Lee et al. ETRI Journal, Volume 27, Number 2, April 2005 

Equation (3) shows the generation of headphone reproduction 
signals using u1~5 and SCFs. A headphone’s left reproduction 
signal (vL

HP_u) is generated using the convolution between u1, 
u2, u4 and SCF1-LT, SCF2-LT, SCF4-LT. The headphone’s right 
reproduction signal (vR

HP_u) is generated using the convolution 
between u1, u3, u5 and SCF1-RT, SCF3-RT, SCF5-RT. 
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     (3) 

If we just add the left microphone signals (microphones 2 
and 4) and the right microphone signals (microphone 3 and 5) 
for the generation of headphone reproduction signals without 
using SCFs, we feel more inside-head localizations, especially 
from the left- and right-sided sources (-90 and 90 degree 
sources). 

B. Generation of Headphone Reproduction Signals Using 
Inverse Filtered 5-channel Signals: vC ,L, R, LS, RS 

In this method, we use multi-channel inverse filtered signals 
vC, L, R, LS, RS for the generation of a headphone reproduction 
signal. For the generation of headphone reproduction signals 
using vC, L, R, LS, RS, we use each impulse response between five 
loudspeakers and a rigid sphere’s LT (left 90 degree) or RT 
(right 90 degree) points in the center of the reproduction 
environment as shown in Fig. 16. Equation (4) shows the 
generation method for headphone reproduction signals. In this 
equation, SIRA-B indicates the sphere impulse response from 
point A (loudspeakers, C for center, L and R for left and right, 
LS and RS for left and right surround) to point B (LT, RT points 
on a rigid sphere), and conv stands for convolution. 

 
 

Fig. 16. Generation of headphone reproduction signals using
inverse filtered 5-channel signals: vC, L, R, LS, RS. 
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Figure 17 shows the rigid sphere’s impulse responses for the 

generation of headphone reproduction signals using 5-channel 
inverse filtered signals. As shown in the figure, because of the 
symmetrical characteristics of the rigid sphere, SIRC-LT and 
SIRC-RT are the same and SIRR-LT, SIRR-RT, SIRRS-LT, SIRRS-RT are 
equal with SIRL-LT, SIRL-RT, SIRLS-LT, SIRLS-RT, respectively. The 
length of the rigid sphere’s impulse responses is 128 points. 

 
 

Fig. 17. SIR for the generation of headphone reproduction signals 
using vC, L, R, LS, RS (amplitude vs. no. of samples). 
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IV. Subjective Experiments 

To verify the performance of our system, we carried out 
subjective experiments for a multi-channel loudspeaker and 
headphone reproduction environments. The experiment was 
carried out in the anechoic chamber of Tokyo Denki University 
with ten students who had normal hearing ability and were 
inexperienced in these kinds of localization experiments. The 
test contents were made by simulation using a mono source 
and a rigid sphere’s impulse responses. Three test contents 
consisted of male and female voices and a classical music clip. 
Each of the three test contents was a virtual source from 0 
degree (front) to 180 degrees (back) with 15 degree intervals, 
as shown in Fig. 18. The duration of content was 30 seconds. 
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After the reproduction of each content, a 10 seconds pause was 
given to the listeners. For a multi-channel localization 
experiment, the listener was seated in the center of five 
loudspeakers and a virtual source was played randomly only 
once per sound position. We hid the loudspeaker positions 
using a curtain and the listener could see the marks indicating 
the angle of the right hemisphere at a resolution of 15 degrees 
as shown in Fig.18. After hearing the virtual sources, the 
listener wrote down the perceived direction. During the multi-
channel localization experiment, the listener was allowed to 
move his head slightly. 

 
 

Fig. 18. Layout of localization experiment and direction of virtual
sources. 
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1. Results of 5-Channel Localization Experiments  

For the 5-channel localization experiment, we placed five 
loudspeakers in the ITU 5.1 loudspeaker layout except for the 
subwoofer for LFE. For 4-channel reproduction, we removed 
the center channel from the 5-channel reproduction layout. 
Figure 19 shows the results of the 5-channel localization 
experiment. We can find in the figure that there is very little 
front/back confusion.  

2. Results of 4-Channel Localization Experiments 

Figure 20 shows the results of the 4-channel localization 
experiment. As we can see in the figure, 4-channel 
reproduction also reduces the front/back confusion. But a 4-
channel reproduction’s front image is decreased slightly 
compared to 5-channel reproduction. In 5-channel 
reproduction, for the 0 degree reproduction (front), the center 
channel reproduces high energy and improves center images. 
But in 4-channel reproduction, the two front loudspeakers 
reproduce high energy and it makes the front image more 

ambiguous than in 5-channel reproduction.  
Some listeners said that there were small changes of timbre 

between each source (coloration). The reason for this 
phenomenon is the inverse filter’s frequency characteristics. As 
we can see in Figs. 9 and 11, there are slight performance 
variations of crosstalk cancellation over a full frequency range, 
and this causes the coloration. 

3. Results of Headphone Localization Experiments. 

We performed a headphone localization experiment using 
the headphone signals generated by the two methods in Sec. 
III.3 and KEMAR’s HRTF. The test contents were male and 
female voices and music clips. Each experiment source was 
generated using a KEMAR and a rigid sphere’s impulse 
responses. The experimental method was the same as the 
multi-channel localization experiment except that headphones 
were used instead of loudspeakers. The results are shown in 
Fig. 21. As we can see in the figure, headphone reproductions 
have more severe front/back confusion than multi-channel 
reproduction experiments. Headphone reproduction using 5-
channel recorded signals has font/back confusion similar to the 
experiment with the KEMAR dummy head. But headphone 
reproduction using 5-channel inverse filtered signals reduced 
the front/back confusion compared to the experiment with the 
KEMAR dummy head. The main reason for the increase of 
front/back confusion is that in headphone reproduction a 
listener can’t use head movements. Some listeners said that in 
headphone reproduction experiments using 5-channel inverse 
filtered signals, there were slight timbre changes of the 
front/back sources, and this helped the decision of direction. 

Headphone reproduction using 5-channel recorded signals is 
very simple and has a low complexity. However, it has 
front/back confusion like in the dummy head reproduction. 
Headphone reproduction using 5-channel inverse filtered 
signals requires a complex calculation and implies coloration 
of sound images, but it can reduce the front/back confusions 
compared to the dummy head reproduction. 

V. Conclusion and Future Work 

In this paper, we suggested a new sound acquisition and 
reproduction method using multiple microphones on a rigid 
sphere and post processing for crosstalk cancellation. The 
purpose of post processing is the reproduction of original 
signals all around a single listener in an anechoic chamber. For 
this purpose, we generated various inverse filters, which can 
eliminate the crosstalk between loudspeakers and microphone 
points on a rigid sphere. The result of our multi-channel 
reproduction experiment shows that we can reduce the  
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Fig. 19. Results of 5-channel localization experiments (perceived
angle vs. presented angle). 
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Fig. 20. Results of 4-channel localization experiments (perceived 
angle vs. presented angle). 
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Fig. 21. Result of headphone localization experiments. 
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front/back confusion on the horizontal plane. The result of 
headphone reproduction experiment shows that we can slightly 
reduce the front/back confusions compared to dummy head 
reproduction. 

For the post processing, we used 1024-tap and 512-tap filters, 
but to implement post processing into DSP hardware systems 
we need to reduce the filter length for the real-time processing. 
We also need to resolve the slight timbre changes between 
front and rear sound which is generated by a variation of the 
inverse filter’s frequency characteristics. Because of inverse 
filtering using a rigid sphere’s impulse responses at a center of 
reproduction environment, the sweet-spot is restricted to the 
center of the reproduction environment. For public use, we 
need to consider an extension of the sweet-spot. 
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