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Abstract

In this research, we propose a Unified Fuzzy rule-based knowledge Inference Systems (UFIS) to help the expert in cosmetic brand detection.

Users’ preferred cosmetic product detection is very important in the level of CRM. To this purpose, many corporations trying to develop an

efficient data mining tool. In this study, we develop a prototype fuzzy rule detection and inference system. The framework used in this
development is mainly based on two different mechanisms such as fuzzy rule extraction and RDB (Relational DB)-based fuzzy rule
inference. First, fuzzy clustering and fuzzy rule extraction deal with the presence of the knowledge in data base and its value is presented
with a value between 0 ~1. Second, RDB and SQL (Structured Query Language)-based fuzzy rule inference mechanism provide more

flexibility in knowledge management than conventional non-fuzzy value-based KMS (Knowledge Management Systems).
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1. Introduction

Internet firms offer products, services, message boards,
reference tools, search engines, and many other specialized
customer values and can be an entry point to other sites in the
Internet [2][21]. Recently, many of the firms are interested in
using the web mining techniques which refer to the use of data
mining (DM) techniques to improve the customer value. It
helps the forms to automatically retrieve, extract and evaluate
(generalize/analyze) information for knowledge discovery from
web documents, services and their customers [5][23]. However,
early research in DM field concentrated on Boolean association
rules, which are concerned only with whether an item is
present in a transaction or not, without considering its quantity
[3][4]. In addition, traditional DM technologies originally have
some type of uncertainty, for instance, when the boundaries of
a class of objects are not sharply defined [10][16][31][29].

The most common, useful and widely accepted solution for
this problem is the introduction of fuzzy sets [7]{9][11]{13].
Because of the fuzzy sets provide mathematical meanings to
the natural language statements and become an effective
solution for dealing with uncertainty {30].

Fuzzy rule-based knowledge management and/or inference
models are often used to model systems in an input/output
sense by means of IF-THEN rules. It is desirable that the rule
base covers all the situations of the system that are of
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importance for appropriate decision making. In that case, the
number of rules should be kept low to increase the generalizing
ability of the system, and to ensure a compact and transparent
model [28]. In some cases, to gain a compact and transparent
model and to overcome these limitations, fuzzy classification
mechanism is used [15].

Nevertheless, the limitation comes from the size of
knowledge base (or rule base) is still remained as a tackling
point of the development of knowledge management systems
(KMS) and ES. To resolve this problem, Veryha [29] suggested
a framework for implementing fuzzy classification in
information systems using conventional SQL querying. The
first main contribution of Veryha [29] is that the fuzzy
classification and use of conventional DB-based SQL queries
which provide easy-to-use functionality for data extraction.
Second, the approach proposed a new mechanism can be used
as and effective DM tool in large information systems and
easily integrated with conventional relational databases (RDB).
Third, the approach has several benefits including RDB-based
flexible data combination/analysis and improvement of
information presentation at the report generation phase because
it is based on the RDB who presenting the relationships among
knowledge sets.

To improve the effectiveness of DM, with these advantages,
we suppose an UFIS (Unified Fuzzy rule-based knowledge
Inference Systems) based on fuzzy rule extraction and RDB-
based fuzzy rule inference. Figure 1 shows the structure and
components of prototype UFIS.
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2. Related Works

2.1 Fuzzy c-means clustering

Due to the relevance of fuzzy c-means in OR (Operations
Research), many researchers have widely used it in a wide
range of applications. Recently, in the field of Internet business,
it seems that Internet portals can also benefit from this method.
Indeed, one of the key decisions that Internet portals need to
address is what to offer to their potential users. The type of
information provided through an Internet portal depends on the
interests of its potential users. However, users/customers differ
with respect to their interests. For example, some people can
use the same service to find different jobs with their own
interest [17][25]. In this case, the probability of mismatching
will grow continually. To prevent the unexpected situations,
there is need to develop a new mechanism to improve the
system flexibility.

One of the mechanisms, we recommend the fuzzy c-means
clustering mechanism, which can minimize the sum of squared
errors [8][25]. The goal function of fuzzy c-means is as
follows:

n e
Min: 331" (s -y (1)
=1 i=

Where n=number of individuals to be clustered, c=number of
clusters, uy=degree of membership of individual £ in cluster i/,
x;=a vector of & characteristics for individual %, vi=a vector of
the cluster means of the A characteristics for cluster i, and

m=the weighing exponent.

Equation (1) represents the sum of squared errors and is a
goal function that the fuzzy c-means algorithm tries to

minimize. The values of ¢ (number of clusters) and m (number
of individuals to be clustered) are empirically determined. The
constraints for goal function are as follows:

0<u, <1, Vik )
Su)=1, Vk (3)
i=1

Constraint (2) ensures that the degrees of memberships are
between 0 and 1. Constraint (3) means that, for a given
individual, the degrees of the membership across the clusters
sum to one. The cluster means are given by

. :Zh,(uik)mﬁk vi

y, = et Tk St @
Zk:l(ufk)
and the degrees of membership are given by
1
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Zj=l( == 2/(m-1)
2]
for x, #v;; Vik; and m>1 (5)

Equations (4) and (5) are the necessary conditions for
obtaining the minimum of the sum-of-square criterion function
(equation (1)). Solution is obtained by iteration through these
conditions. An iterative algorithm, also called ‘“alternating
optimization,” is used to solve these equations and to identify
clusters and associated cluster memberships. It starts with an
initial solution for U, (eq. (5)) and loops through a cycle of
estimates for U,; (eq. (5)) 2 V, (eq. 4)) 2> U, (eq. (5)). The
iteration stops when the difference between Ut and Ut-1 is very
small [8].
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Figure 1 Prototype systems of UFIS
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2.2 RDB and SQL-based fuzzy classification

A number of different schemes and tools to implement the
fuzzy sets in DBMS (database management systems) have been
proposed in recent years, such as fuzzy querying [7][1], fuzzy
extension of SQL [15]{16][11][31] and fuzzy object oriented
database schemes [10]{13].

One of them, Veryha [29] proposed a general framework for
fuzzy classification in information systems using conventional
SQL querying. To confirm usefulness of the framework he
developed a prototype based on the stored procedures and DB
extensions of MS-SQL Server 2000. In his mechanism, the
goal of SQL querying of data with fuzzy classification is to
provide DB views and/or reports of fuzzy classified data. To
implement the functionality of SQL for fuzzy classified data
querying in RDB, Veryha [29] developed an interpreter as
stored procedure that will translate conventional SQL
commands into native SQL queries of a particular DB (e.g.
RDB). The scheme of fuzzy classification framework
implementation in RDB is shown in Figure 2.

The framework executes the following steps to classify the
data set.

Step-1: Design of DB tables or views to query them later
using SQL for fuzzy classified data. This step has to be carried
out by DB owners.

SQL queries for fuzzy classified data

Interpreter as stored procedure

Native SQL queries
t 1 [

Yy vy

DB tables

Initial Extensions for Reports, views
with fuzzy data

classification

DB tables fuzzy data

classification

Figure 2 A general scheme of fuzzy classification framework

implementation in RDB

Step-2: Design of DB extensions (additional tables that

contain linguistic  variables, membership values and
descriptions of atomic values). This step should be carried out
by an expert in the given application area. DB extensions can
be generated automatically (additional programming may be

required in this case).

Step-3: Design and implementation of interpreter for SQL
transformation into native SQL for the given RDBMS using
lexical and syntactical analysis of queries. This step should be
carried out by software developer will develop an interpreter in
the form of the stored procedure for the given DBMS.

Step-4: Generation of DB reports and views using SQL
querying of fuzzy classified data formed on Steps 1 and 2 [29].

2.3 The ID3 and the C4.5 algorithms

When we use the ID3 and C4.5 methods, tests are basically
based on single attribute selection, so the possible tests are
related to the possible attributes.

To extract the relevant patterns/rules, test selection examines
the training examples and finds the attribute that separates the
examples most perfectly considering their class (conclusion)
membership. The ID3 algorithm uses a function from the filed
of information theory, the entropy, to measure how separated
the elements are in the original training set and in the subsets
after partitioning. Formally, the criterion for ID3 algorithm is
the following:

max {C:rjln(A)} ©6)
Where
Gain(A) =I(T) - E(A,T) @)
gives the improvement in the entropy, the gain,
1(T)=—g%-1ogz [%J ®)

is the entropy function of ID3. |Cjj; denotes the number of
elements of T (training example) belong to class C; and
IT,
i@ 9
2 ©)

is the weighted sum of the entropies in the subsets.

We should note that the application of entropy function and
the Gain criterion, which is just the simple difference of /(7)
and E(4,T), has no strong theoretical background, and they are
chosen subjectively as one of many feasible solutions.

M=

E(AT)=

However, ID3 method has a critical limitation. The Gain
criterion is biased towards discrete attributes with more
outcomes. Therefore, the ID3 method is applicable only in
problems described by a set of discrete attributes. To overcome
the limitation, the Gain ration test selection criterion was
proposed in C4.5 method, which decreases the Gain in case of
many-valued discrete attributes [26][27]. To handle continuous
attributes, in C4.5 method, the attribute values are discretized,
treated as discrete ones with two outcomes in the following
way: different values of the candidate continuous attributes are
ordered: v, <v,<..<v, andall

vty

) #ood=1,..,n-1
; 5 (10)
midpoints (m;) are checked as possible thresholds to divide

the training set into two partitions. This test selection criterion
in C4.5, however, is also biased towards continuous attributes
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with numerous distinct values. Its modified criterion are
presented in Quinlan’s [27] research. Then, the C5.0 was
presented as s commercial version of C4.5.

3. Research Methodology

Our proposed UFIS (Unified Fuzzy rule-based knowledge
Inference Systems) mainly consists of three main modules Web
Library, Knowledge Generator, and Inference Engine.

Web Library:
Web library contains reusable domain knowledge including

domain ontology, product profiles and customer profiles. Web
administrators will transfer the data which are summarized and
transformed raw data into web library.

Knowledge Generator:

Main functions of knowledge generator are selection &
preprocessing of data, fuzzy clustering, fuzzy web mining,
knowledge transformation, and interaction with RDBMS to
manage the knowledge base efficiently. Especially, as a fuzzy
web miner, we will use the C5.0 machine learning (rule
extraction) algorithm based on artificial intelligence. It can
extract an executable knowledge set, which corresponds to the
transformed data generated above it. After the extraction of
knowledge it interacts with RDMBS to restore and revise her
knowledge bases.

Inference Engine:

Inference engine contains UI (User Interface), SQL-based
inferrer, and Knowledge Justifier. Most of conventional ES
have text-oriented inference algorithm. However, in this study,
UFIS use the RDB-based SQL inference engine. The main
benefit of this inference engine is that there is no need to
retransformation of text knowledge into a form of executable or
inferable knowledge base.

4. Implementation

4.1 Experimental data

Table 1 show the raw data used in this experiment which
contains web log information, customers’ profile, and web
survey data expressing customers’ purchasing behavior on
cosmetic-related web site. Using the web resources, UFIS start
to clustering and extracting the fuzzy rules.
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Table 1 Examples of web log & web survey data
(@ E

of web log dat

#Software: Microsoft Internet Information Servictes 6.0
#Wersion: 1.9

Date: 2085-04-05 80:01:67

@Fields: date time s-1p cs-Rethod es—uri-stem cs-uri-query s-port cs-usérname c-ip
2005-84-05 09:81:07 282.31.241.772 GET /Default.asp - 80 - 211.63.1%.60 Hozillas.t
2005-04~05 80:01:07 202.31.241.777 GET /blank.htm - 88 - 211.63.13.68 Hozilla/u.Oe¢

2005-04-05 §1:07:19 2082.31.241.727 GET /images/m icond.gif - 80 - 211.232.212.167 1
2005-04-05 02:84:3% 202.31.281.777 GET /inages/banner_bg.jpg ~ 88 - 211.230.171.36
2005-04-05 $2:25:2% 282.31.241.7?7 GET /data/board_skin_data/content/u_name_1.gif -

fidate: 2005-84-06 08:00:01
#Fields: date time s-ip cs-eethod cs-uri-stem cs-uri-query s-port cs-useérname c-ip

Z-ODS—M-M £0:06:18 202.31.241.277 GET /autobeard/doard.asp code~gnatuho=contisdis:

iuos—u-u $0:29:56 202.31,26%.977 GET /data/banners/r_banner_20.gif - 89 - 202.31.

ieos-w»u 00:3¢:01 202.31.251.27% GET /openwin_event/openuin_view.asp sumrber=52 81

;BGS~M'M 00:46:18 202.91.241.777 POST /autoboard/boardprocess.asp ~ 88 - 221.159.

4 ) . i it )
Ln 1, Cot 86

(b) Examples of web survey data
E a4 85 bl b2 b3 icl

4.2 Fuzzy clustering

In this phase, we used FCM (Fuzzy C-Means) as a fuzzy
clustering mechanism. Figure 3 shows the process and results
of fuzzy clustering.

File Info  Parameters {Training{ Input/Output |

Number of Features: ]1

Festues | ScaleMin. | ScaleMax
s! . =5]
52 .
4 S S . e R
- Clusters
Number of Clusters: 12
I Features
1 {1 _‘}
2]z 1
- L2l
Fi H
{ Exponent: (? [1] E
B s2 | s | ssw |




Prediction of User’s Preference by using Fuzzy Rule & RDB Inference: A Cosmetic Brand Selection

152 53 ¢4 85 36 57 S8 $9 s10815 C1 C2

L1 3 0 2 2 & 25 2 (| 10208
I R 114 200001,
1.4 5.3 1.5 0 2 11

i ) 3 3 100:

! o U _3 130 1 0,00 10,
L8 g N 2 a0 11,0008
.12 1: o3 14 10{ 29800 1.0

Figure 3 Result of FCM (C1: Class#1, C2: Class #2)

4.3 Fuzzy membership function

Traditional fuzzy membership values computed by fuzzy
membership functions were divided into three categories, such
as numeric value, linguistic value, and hybrid (combination of
numeric and linguistic) value. In this study, the theory of fuzzy
sets provides a mechanism for representing linguistic
constructs such as ‘Low’, ‘Medium’, and ‘High’. Then, each
linguistic construct was induced by the bell-shaped numeric
fuzzy membership function 7 [24]. The fuzzy membership
function =, lying in the range [0, 1], with F; was defined as
follows:

2
2 1—Eli. , for is]pj-c|szl
A 2
|- A
7(Fie,2)=41-2| == for 0S|Fj—c|§5 1)

0 , otherwise

Where, A > 0 is the radius of the n-function with ¢ as the
central point at which =n(c; ¢, ) = 1. Each factors and their
values used to complete the fuzzy membership functions are
shown in Table 2.

Table 2 Value of factors used in fuzzy membership functions
(F ;. function #1, F,: function #2)

Q L M H Q L M H
Center Center
(c)or (c) or
max max
pref. 0 50 100 | pref. 1 3 5
Min 0 15 50 Min 1 15 3
Max 50 85 100 | Max 3 45 5
Lambda Lambda
or width or width
) 47.1 350 471 (V) 19 15 19
M2 235 175 235 | W2 09 08 09

(Q: Quantity, L: Low, M: Medium, H: High)

4.4 Fuzzy Rule Extraction

In this phase, we used CS.0 which is one of well-known ML
algorithms. Table 3 shows the result of rule extraction by using
ML. The rules have a form as follows:

Rule number predicted-value (Instance, Confidence)
IF antecedent 1
AND antecedent 2

AND antecedent_n
THEN predicted value

Where, Instance means the number of records which contain
the antecedents presented by the rule. The Confidence means
the probability (%) and is computed as follows:

(1+number of records where rule is correct) | (2+number of

records for which the rule’s antecedents are true)

The predicted-value means the specific cosmetic product. In
this study, we omitted the detailed name of which products.

Table 3 Example of fuzzy inference rules
Rule i CI(8,0.20)
IF L.6 = Low THEN CI

Rule2 DF (2,0.50)
IF L2 = Low AND L5 = Low AND L6 = Medium
THEN DF

Rule3 HR(L,0.67)
IF L3 = Low AND L4 = High AND L3 = Medium
AND L6 = Medium THEN HR

Rule 7 KR (5, 0.43)
IF L3 = High AND L4 = High AND L5 = Low AND
L6 = Medium THEN KR

Rule 8 LG (2,0.50)
IF L1 = High AND L4 = Low AND L6 = Medium
THEN LG

(* L1: Good Advertisement, L2: Brand Image, L3: Good Design, L4:
Skin Fitness, L.5: Preference for Low-Price, L6: Fashion)

Using these fuzzy rules we examined our experimental data.
As a result, which concerned to the CRM, we could find the
sustainability —and  changeability of customers. The
changeability means the probability of changing product from
specific firm’s product to another (competitive) firm’s product.
In contrast with changeability, sustainability means the
capability of being maintained as a specific product. Table 4

shows the result of experiments.
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Table 4 Result of inference
(Sustainability .vs. Changeability)

Brand (products) Sustainability (%) | Changeability (%)
CI 100.0 0.0
DF 100.0 0.0
HR 41.7 58.3
KR 70.0 25.0 30.0 75.0
LG . 50.0 50.0
MI 66.7 333
SL 33.3 66.7
4.5 Inference in RDB

Figure 4 shows the backward inference (Figure 4(a)) and
forward inference (Figure 4(b)) simultaneously by using UFIS.

Fashion (L6)
Available Input values: Low, Medium, High

{Medium

Brand Image (L2)
Available Input values: Low, Medium, High Ha

[Figh

Final conclusion:

Koreana

Unselecied Selected

OI=Hg Get IFs | [ET=TH
Ll =Low L4 = High
Li = Medium LS = Lngw
L2 = High Lb = Mediym
% =tow
W
1.3 = Medium
TH ]
l2dium
5 <
3 ngglum r—————]
*g mgw Cloar l
inferred Facts Rules Inerenced
reana i
= [FRULE~5)
IF 1.3 = High AND
L& = High AND
L5 = Low AND
L6 = Medium

THEN Koreana

(b) Forward inference process

Figure 4 Inference by using RDB

In backward inference, the system gives simple queries with
available input (selectable) values to end users to find relevant
inference rules. In comparison with backward inference, in
forward inference process, the system shows all selectable
(unselected) input values to users as shown in Figure 4(b).
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Then upper right side window in Figure 4(b) shows the selected
input values. With these input values the system find all
matched inference rules and shows final inference result.

5. Conclusion

In this study, we proposed unified fuzzy rule-based
knowledge inference systems UFIS based on fuzzy clustering,
machine learning inference rule, RDB, and SQL. The fuzzy
classification and use of conventional SQL queries-based
inference provide ease-to-use functionality for knowledge
extraction and inference in ES. For the implementation of UFIS
the prototype based on Microsoft Visual Basic and MS-Access
was developed. After the implementation and experiment with
UFIS we found that the framework was effective to find the
hidden knowledge from web DB and inference by using fuzzy
rules, RDB and SQL. Nevertheless, elaborate design of RDB &
SQL-based inference engine and simplified process for
knowledge base expansion are remained as further research
topics.
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