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Vision-Based Finger Spelling Recognition
for Korean Sign Language

Jun Park*, Dae-hyun Lee™

ABSTRACT

Tor sign languages are main communication means among hearing-impaired people, there are commu-
nication difficulties between speaking-oriented people and sign-language-oriented people. Automated
sign-language recognition may resolve these communication problems. In sign languages, finger spelling
is used to spell names and words that are not listed in the dictionary. There have been research activities
for gesture and posture recognition using glove-based devices. However, these devices are often expensive,
cumbersome, and inadequate for recognizing elaborate finger spelling. Use of colored patches or gloves
also cause uneasiness. In this paper, a vision-based finger spelling recognition system is introduced. In
our method, captured hand region images were separated from the background using a skin detection
algorithm assuming that there are no skin-colored objects in the background. Then, hand postures were
recognized using a two-dimensional grid analysis method. Our recognition system is not sensitive to the
size or the rotation of the input posture images. By optimizing the weights of the posture features using
a genetic algorithm, our system achieved high accuracy that matches other systems using devices or
colored gloves. We applied our posture recognition system for detecting Korean Sign Language, achieving
better than 93% accuracy.
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1. INTRODUCTION

Allowing for natural interactions between com-
puters and humans, hand posture (or gesture) rec-
ognition has been one of the active research topics
in Human Computer Interaction (HCI) areas. The
applications include Virtual Environments (VE),
Robotics, tele-presence, and sign languages. In sign
languages, hand-postures (hand shape and the ori-
entation) are commonly used to spell names and

words that are not defined in the dictionary.
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For most applications, a set of distinctive hand
postures can be defined to easily detect postures
and differentiate one posture from another. However,
in a given sign language, a set of postures is pre-
defined usually mimicking the alphabet shapes.
Therefore finger spelling postures are often diffi-
cult to recognize using computing systems. Some
postures are similar or even identical in a sign lan—
guage: for example, postures for ‘t="([d]) and ‘&’
([t]) are similar and postures for vowel '} '([al])
and digit ‘1’ are identical in Korean Sign Language
(KSL). For these reasons, hand posture recognition
for sign languages is more challenging than for
other applications.

Finger spelling recognition researches can be
categorized into two major groups: instrument-
based and vision-based. Instrument-based ap-
proach often employs expensive devices such as
data gloves. These devices are also cumbersome

and inadequate for recognizing elaborate finger
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spelling. Vision—-based approach is less expensive.
However, many of the vision—-based systems em-
ploy colored patches or colored gloves to help pos-—
ture recognition.

In this paper, a vision-based finger spelling rec—
ognition system is introduced. Instead of using
cumbersome devices or colored gloves, our method
detected user’s bare hand assuming that there are
no skin-colored objects in the background. In our
method, captured hand region images were sepa-
rated from the background using a skin detection
algorithm, and hand postures were recognized us-
ing a two-dimensional grid analysis method. Our
method is not subject to the size of the input pos—
ture image. The rotation of the posture image was
also corrected using the covariance matrix of the
hand region. By optimizing the weights of the pos-
ture features using a genetic algorithm, our system
achieved high accuracy that matches other sys-
tems using devices or colored gloves. We applied
our posture recognition system for detecting KSL,

achieving better than 93% accuracy.

2. PREVIOUS RESEARCH

There are two major approaches for detecting
hand postures or gestures: instrument-based and
vision—-based. In instrument-based approach, glove—
based devices (e.g., Data-gloves) have been used
to capture hand gestures by directly measuring the
joint angles and hand pose (position and orientation)
[1-3]. These devices produced high recognition ac-
curacy, and were successfully used in virtual real-
ity and sign language applications. For example,
Hernandez-Rebollar et al. invented a glove-like
device using MEMS (Micro Electro Mechanical
System) and accelerometers to recognize finger
spelling of American Sign Languagel[l]. However,
these devices are mostly expensive, cumbersome,
and inadequate especially for recognizing elabo-
rated gestures such as finger spelling[4].

Alternatively, vision-based approach is inexpen-

sive, often efficient, and hence widely used for hand
gesture recognitions[6-13]. However, general ap-
proach of vision—based hand gesture recognition is
a challenging task because the hand-finger combi-
nation involves in motions of high DOF (degrees
of freedom)(5]: there are 17 active joints above the
wrist in human hands[1]. Consequently, the dimension
of the problem space would disenable the applica-
tion of naive approaches in estimating the hand-
finger joint angles. The noise and self-occlusion
may also increase complexity and inhibit success—
ful recognitions.

In order to minimize the computational overhead
in hand gesture recognition, artificially designed
markers can be attached to human hands or gloves.
For example, multiple color patches were used for
Japanese finger alphabet recognition. Various fea—
tures (color combination of visible features, their
dispersion, and the hand direction) were used for
robust detection[12]. Colored glove was used to
recognize finger spelling in German sign language.
Characteristics such as contact of two areas and
angle between two areas were used to distinguish
hand-shapes[7]. These methods seemed to work
properly. However, using patches requires labori—
ous preparation, and wearing colored gloves might
still cause uneasiness and inconvenience to the
users.

Vision-based gesture recognition of bare hands
is a more difficult task than using patches or col-
ored gloves. Generally, two approaches have been
employed for vision-based hand-articulation rec-
ognition(6,13]. One is model-based approach, where
the input image is compared with the projections
of a 3D hand model(6,7]. Fingertips{8] or line fea-
tures[9] were used to enhance the robustness and
accuracy. Although arbitrary hand postures can be
recognized, this approach is not appropriate for fin—
ger spelling recognition. It is because finger spell-
ing recognition involves in a set of limited number
of postures, not arbitrary postures. Finger spelling

recognition also requires interactive and real-time
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systems, while model-based approach is involved
with search in high dimensional space, requiring
high computation.

The other major vision-based recognition ap-
proach of bare hand is appearance-based. The
sample gesture images are used during the learn-
ing stage to build relationship between the image
features and the gesture configuration[10,11]. Terrillon
et al. separated hand regions from face and back-
ground regions, and applied phase only correlation
filter to recognize hand postures[10]. However,
their approach was sensitive to the orientation of
the input posture image. Shimada et al. used a neu-
ral network pattern recognition model to recognize
finger spelling of Japanese Sign Languagefll].
Their method was sensitive to the orientation, and
the recognition accuracy was also low (about 85%).

QOur approach is vision—based and appearance—
based with bare hands without wearing any ex-
pensive or cumbersome devices or gloves. By em-
ploying many robust techniques such as robust
skin detection, grid analysis, size normalization,
rotation correction, and genetic algorithm, our sys-
tem achieved high accuracy that matches other

systems using devices or colored gloves.

3. FINGER SPELLING RECOGNITION
SYSTEM

Overview of our system is as shown in Fig. 1.
Video images were sampled periodically to obtain
posture images, and the skin region was detected
based on RGB values. From skin color regions,
hand region was detected and separated from the
background. Because the feature data extracted
from the grid are influenced by the rotation of the
posture, the grid was rotated to match with the in—
put posture image.

Then posture features (described in section 3.3)
were extracted from the grid and the hand region.
A distance function was used to compute the simi-

larity measure of the input posture features with

image
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Fig. 1. System Overview.

| Pre-processing

the reference posture features. Because the weights
of the features greatly affect on the performance
of the distance function, we used a genetic algo-
rithm to find optimal weight values.

3.1 Hand Region Separation

To detect user’s hand from a real environment
image, the skin regions need to be identified from
the background. To be less affected by illumination
conditions, transformation of color space from RGB
to HSV was often regarded helpful. However, ac—
cording to Shin et al., color space transformation
doesn’'t seem to make any difference in skin de-
tection[14]. Comparisons in RGB values look sim-
ple but are no worse than other methods in skin
detection[15]. Wark et al. exploited that simple
thresholding method with R/G ratio detected skin-
like colors effectively[16]. We tested previous meth-
ods of skin region detection to find a method with
desired performance. In our implementation, we
employed a method similar to that of Peer et al.[17],

which is summarized in the following.

R>95 and G>40 and B>20 and
R>G+15 and R>B+15

In some situations, detected skin region bounda-
ries were too rough to be processed for posture



Vision-Based Finger Spelling Recognition for Korean Sign Language 771

recognition. To smooth boundary regions, we per—
formed edge-detection (horizontal / vertical / diag—
onal) and boundary smoothing operations. This
smoothing process may be switched off to reduce
computation sacrificing image quality and recog-

nition performance.

I3 1 1 2 0 0.025 0.1 0.025
0 0 0 2 0 -2 01 05 01
-1 -3 -1 |0 -2 -1] (0025 0.1 0.025

Horizontal edge R-L diagonal
edge

Smoothing

3.2 Size Normalization and Rotation Correction

By extracting the bounding box of the hand re-
gion, the size of the input posture image was nor—
malized before grid analysis. The feature data ex-
tracted from the grid are sensitive to the rotation
of the posture images. As shown in the images of
Fig. 2, small rotation of the hand results in a differ-
ent look, which may lead to failure in recognition.

To solve this rotation sensitivity problem, ori—
entation of the hand posture was calculated so that
the grid can be rotated to match with the input posture
image. First, the covariance matrix of the hand re-
gion was calculated based on the hand region and
the center of gravity. From the covariance matrix,
two perpendicular eigen-vectors were derived, one
of which lies along the longest span of the hand
region. The angular value between the input pos-
ture image and the reference posture image is
obtained. The grid was, then, rotated using the
computed angular value to extract the feature val-

ues of the input posture image with the corrected

orientation, i.e. in the same orientation as the refer-

ence features were extracted.

3.3 Posture Recognition

After hand region separation, size normalization,
and rotation correction, hand posture features were
extracted from the image. The features were as
follows.

¢ The ratio of width and height of the hand re-
gion
¢ The orientation of the hand region
* The center of gravity of the hand region
¢ Normalized positions of start and end grid
points overlapped with the hand regions (horizontal
/ vertical)

Because the skin detection algorithm we used
was somewhat affected by self-shadow and illu-
mination condition, there were situations when
noise in the images affects on the recognition
performance. To reduce the effect of noise, small
fragments were eliminated heuristically.

Then we used a distance function to calculate
the closest posture. Because the significance of the
individual features varies (some features affect more
on the distant function than others), the perform-
ance of the distancé function depends on the weight
of each feature parameter. However, it is very dif-
ficult to identify which feature is more significant
than others by how much.

In our method, to find optimal weight values, a
genetic algorithm was used. We used a test set of
1550 images of hand postures and evaluated with
1000 population. According to the experiment, use

Fig. 2. Rotation Sensitivity of Posture Recognition.
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of computed optimal weights increased the recog-
nition accuracy up to 93%. Comparing with below
70% without using weights, the performance was
greatly enhanced thanks to optimal weights.

4. EXPERIMENTS AND RESULTS

We tested our system for recognizing finger
spelling of Korean Sign Language. The feature pa-
rameter values of each finger-spelled alphabet were
extracted and stored in the database during the
pre-processing stage. In Fig. 3, several images of

alphabet postures are shown. The original images
are shown in the left, the skin-detected images in
the middle, and the results of grid analysis in the
right column. During the experiment, illumination
was controlled so that skin regions get adequate
amount of light. Background environment was
cleaned up so that there are no skin-colored objects.

Fig. 4 shows an example of word recognition.
A sequence of posture images was captured as the
user made the alphabet postures for Korean word
meaning “tree” (spelled [na:mu:] in Korean). The
word is composed of four alphabets, each of which

Original images

Skin region detection

Grid analysis

Fig. 3. Steps for Finger Spelling Recognition.
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>

Alphabet for “[n]”

Alphabet for “[m]”

Alphabet for “[u]”

Fig. 4. Recognition of Korean word meaning “tree’.

was detected to compose the complete word.

5. CONCLUSIONS

In this paper, we proposed a posture detection
system for recognizing finger spelling of a sign
language. Our method did not employ any expensive
or cumbersome devices such as data gloves. Instead,
an inexpensive PC camera was used for vision-
based hand posture recognition. A robust skin re-
gion detection algorithm was used to separate hand
regions from the background. Hand postures were
analyzed using a grid analysis method by scanning
the hand region images vertically and horizontally.
Our method was not subject to the size of the input
posture image. The rotation of the posture image
was also corrected using the covariance matrix of
the hand region. By optimizing the weights of the
posture features using a genetic algorithm, our
system achieved high accuracy that matches other
systems using devices or colored gloves. The
method was tested for recognizing Korean alpha-
bets and words to assist communication between

hearing impaired and Korean-speaking people.

The recognition success rate was above 939%.
Combined with other technologies, our posture
recognition system is expected to enrich the inter-
actions in other applications including virtual en-

vironments.
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