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1. Introduction)

Batch manufacturing is a dominant manufacturing activity
in the world, generating much industrial output. The major
characteristics of batch manufacturing are high level of
The
product variations present design engineers with the prob-

product variety and small manufacturing lot sizes.

lem of a design stage that significantly affects manufactur-
ing cost, quality, and delivery times. The impacts of these
product variations in manufacturing are high investment in
equipment, high tooling costs, complex scheduling and
loading, lengthy setup times and costs, excessive scrap, and

high quality control costs. However, to compete in a global
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roup technology, Cellular manufacturing, Demand changes, Cell design, Genetic algorithm

market, it is essential to improve the productivity in small
batch manufacturing industries. For this purpose, some in-
novative methods are needed to reduce product cost, reduce
lead time, and enhance product quality to help increase
market share and profitability. Group technology provides
such a link between design and manufacturing. The adop-
tion of group technology concepts, which allow small batch
production to gain economic advantages similar to mass
production while retaining the flexibility of job shop meth-
ods, will help address some of the problems.

The philosophy of group technology(GT) is an important
concept in the design of manufacturing cells. Similar parts
are arranged into part families. Each family would possess

* This work was supported by Korea Research Foundation Grant (KRF 2003-041-D00609).
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similar design and manufacturing characteristics. The proc-
essing of each member of a given family would be sim-
ilar, which results in manufacturing efficiencies.

Cellular manufacturing(CM) is one of the major applica-
tions of group technology.
ing manufacturing cells is to develop a production environ-

The main objective of design-

ment of machining centers, either as a line or in cells, op-
erated manually or automatically for the production of part
families that are grouped according to a number of sim-
ilarities in their design and manufacturing features. This
type of manufacturing is known as CM and is used for
manufacturing a product in batches. A fundamental issue in
CM is the determination of part families and machine
cells. This issue is known as the “cell formation”problem.
Cell design is normally understood as the problem of iden-
tifying a set of part types that are suitable for manufactur-
ing on a group of machines. However, there are many oth-
er strategic level issues such as level of machine flexi-
bility, cell layout, type of material handling equipment, and
types and number of tools and fixtures that should be con-
sidered as part of the cell design problem. Further, any
meaningful cell design must be compatible with the tactical
and operational goals such as high production rate, low
work-in-process(WIP), low queue length at each work sta-
tion, and high machine utilization. Much research has been
reported on various aspects of design, planning, and control
of cellular manufacturing systems.

2. Approaches to cell formation :
An Overview

2.1 Similarity and Dissimilarity Coefficients for
Determining Part Families

A number of researchers have used different types of
similarity and dissimilarity coefficients for determining part
families. McAuley(1972) was the first researcher to apply

the Jaccard similarity coefficient to the cell formation -

problem. Selvam and Balasubramanian (1985) developed a
dissimilarity measure based on operation sequences. Dutta
et al.(1986) developed a dissimilarity coefficient to cluster
parts. Choobineh(1988) proposed a similarity measure which
used the manufacturing operations and their sequences in
the first stage. Then, the machine cells were formed in the
second stage. Gunasingh and Lashkari(1989) suggested a

similarity index which expressed the capability between two
machines in processing a set of parts that need both
machines. The capability of a machine is defined in terms
of the tools available to it and tooling requirements of the
parts. Tam(1990) also proposed a new similarity coefficient
based on the similarity of operation sequences. Gupta and
Seifoddini(l990) suggested a new similarity coefficient
which was based on the idea that necessary production da-
ta should be incorporated in the early stages of the ma-
chine- component grouping process. They considered proc-
essing requirements of parts, pairwise average production
volume, and unit operation time as new production
Vakharia and Wemmers 1990) proposed a

new coefficient for use in the clustering process by consid-

parameters.

ering the within-cell machine sequence and machine loads.
In this similarity coefficient, the proportion of machine
types required by two parts in the same order is measured.
Kusiak and Cho(1992) proposed two new similarity meas-
ures in which one was a binary measure that indicated
whether one part's process plan is a subset of another
part's process plan. The other similarity measure was a
modified version of the first which was to be used when
the value of the first similarity measure would have been
zero. Gupta(1993) suggested a new similarity coefficient
which required that alternative routing of parts should be
considered while calculating the pairwise similarity co-
efficient between machines. Kamrani and Parsaei(1993) pro-
posed a weighted dissimilarity coefficient based on a dis-
agreement measure of both design and manufacturing attrib-
utes between two parts. Recently, Moussa and Kamel(1996)
also proposed a new similarity coefficient which took into
consideration the operation sequences and process times
during the assignment process.

Most of the suggested approaches in the literature devel-
oped new similarity and dissimilarity coefficients, however,
these approaches tend to disregard machine failure. The
main objective of Phase 1 is to develop a new similarity
coefficient which considers the number of alternative routes
available during machine failure(Jeon et al., 1998) and
identify part families by using genetic algorithm.

2.2 Mathematical Approaches for Forming Ma-
chine Cells

A number of mathematical approaches have been re-
ported for the cell formation problem. Choobineh (1988)



proposed a two-stage procedure for the design of a cellular
manufacturing system. In the first stage, part families were
formed by using the manufacturing operations and opera-
tional sequences. The machine cells were formed in the
second stage by using an integer programming model.
Rajamani et al.(1990) presented the influence of alternative
process plans on resource utilization when the part families
and machine groups are formed simultaneously. Rajamani
et al.(1992a) presented the cell formation for a manufactur-
in which there are

ing environment significant  se-

quence-dependent setup times and costs. Rajamani et
al.(1992b) also developed a mathematical model which aid-
ed in deciding the optimal variety of parts, portion of de-
mand to be produced in cells, machines to select, and
plans to produce the parts. Adil et al.(1993) indicated that
the current cell design procedures did not consider the op-
erational aspects during cell formation. Therefore, the ob-
jective of their study was to consider the investment and
operational costs simultaneously during the design of a cel-
lular manufacturing system. Kamrani and Parsaei(1993) pro-
posed a two-phase methodology for identifying part families
by using a dissimilarity measure and grouping the manu-
facturing cells based on relevant operational costs, Kamrani
et al.(1995) also developed an optimization model which
considered machine cell configuration and operations ca-
pacity planning in their third stage. Atmani et al.(1995) in-
troduced a zero one integer programming model for the si-
multaneous solution of the cell formation and operation
problem in cellular manufacturing. The objective of their
model was to simultaneously form maching groups and al-
locate operations of the part types to the regrouped ma-
chines in such a way to minimize the total sum of oper-
ation, refixturing, and transportation costs. Sankaran(1990)
and Shafer and Rogers(1991) also developed goal program-
ming models for cell formation. Won(2000) proposed a
two-phase approach to group technology cell formation by
using efficient p-median formulation and Won and
Lee(2001) introduced group technology cell formation con-
sidering operation sequences and production volumes.
Cellular manufacturing is gaining popularity as a way to
quickly improve productivity and competitiveness. As a re-
sult, much research has been devoted to the development
of mathematical models. Unfortunately, only one paper(Adil
et al.,1993) has been aimed at cell formation with schedul-
ing aspects which considers sequence-dependent setup time,

machine idle time, part WIP inventory, and part early and
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late finish times. Singh(1993) also indicated in his study
that there is a need to develop procedures which integrate
scheduling and operational aspects into the cell design
process. In addition, one of the major factors contributing
to the success of cell implementation is flexibility for de-
mand changes. It is difficult to reorganize the cells accord-
ing to changes in demand, available machine capacity, and
due date. Most of the suggested approaches in the liter-
ature tend to use a fixed demand for cellular manufactur-
ing systems. Due to demand changes, cell design should
include more than the one period that most researchers
consider.

Anew methodology for cell formation, which considers
the scheduling and operational aspects in cell design under
demand changes, is introduced in Phase Il. Machines are
assigned to part families by wusing an optimization
technique. This optimization technique employs sequential
and simultaneous mixed-integer programming models for a
given period to minimize the total costs which are related

to the scheduling and operational aspects.

3. A two-phase procedure

3.1 Similarity Coefficient for Part Families for
Phase |

A similarity coefficient is a calculated value that presents
the relationship between two parts. Most research in this
area uses similarity coefficients that range from zero to
one. The larger the value of the similarity coefficient, the
more similar the two parts/machines and the smaller the
value of the dissimilarity coefficient, the more similar the
parts/machines. This condition implies that the dissimilarity
coefficient = 1- similarity coefficient which means the co-
efficients are symmetric and nonnegative.

Assumptions for the new similarity coefficient are as fol-
lows © ch operation can be performed on more than one
machine, independent machine failure exists for each ma-
chine, and two alternative routes which have different ma-
chine sequences for two parts on the same machines are
considered to be the same. The mathematical expression for
the similarity coefficient will be given in Eq.(1).

3.1.1 Nomenclature
S;; + milarity coefficient between part types i and j
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Ty - k" alternative route for part type i
tijp - p'talternative route of new arrangement between part

types i and j

1, if the k'™ alternative route for part type i
(m) — i eiats ; ilg
e = still exists whenmachine type m fails
otherwise

0,

1, if the p™ alternative route of o = w arrange —
Hm) ment for part types i and j still 3 when
up machine type m fails

0, otherwise

3.1.2 Proposed Steps for Determining the New Similarity
Coefficient
The proposed steps for determining the new similarity
coefficient between parts i and j are as follows :

Step 1:
Step 2 : leasure (") for part i and 7“;.}") for part j.

rrange all alternative routes for each part.

Step 3 : alculate Zr,(;:") for part i and er(;n) for part j.

Step 4 © rrange the new alternative routes(t,. ) for parts i

iJp
and j.
Substep 4.1 © ind two common alternative routes for
parts i and j. These two common alter-
native routes will be selected as two new
elements of the new alternative route set.
Substep 4.2 : ind two alternative routes which have dif-
ferent machine sequences with the same
machine types for parts i and j. These al-
ternative routes will also be selected as
two new elements of the new alternative
route set.
Substep 4.3 : ind two alternative routes which have dif-
ferent machine sequences with the same
machine types for each part i and j. Either
one (an alternative route which does not
appear in a new alternative route set, i.e.,
does not duplicate the same routes) of
these two routes will be selected as a can-
didate to be an element of the new alter-
native route set, if either one of these two
alternative routes has already been selected
in Substep 4.1 or Substep 4.2.
Substep 4.4 : ind the remaining alternative routes which
were not found in Substep 4.1, 4.2, or 4.3.
These routes will be disregarded in the

new alternative route set.

Step 5 leasure tf};) and calculate St») for parts i
mp
and j during machine failure.
Step 6 : alculate the new similarity coefficient by using
Eq.(1) below.
I
7'22
S = 2 s )
(m)
P
g(;rz(;cn) + 27,§;,»)) — 7:.22
where,

“

B(pe )

0, then ,5;_7. =0.

0 < gtg;p

if St =

mp

if Y ein) =

mp

E(ET%‘] + 2:1'31”1) s then ‘S;j =1.

3.2 Genetic Algorithm

A gene stands for a family number. An integer string of
family numbers constitutes a chromosome. The chromosome
has one gene for each part. Thus, the length of the part
family chromosome is equal to the number of parts. Two
genetic operators, i.e., the single-point crossover operator
and mutation operator were used in this algorithm. The fit-
ness function is to maximize total sum of similarity co-
efficients for two parts.

3.3 Mixed—Integer Programming Models to Form
Machine Cells for Phase i

3.3.1 Nomenclature

A tival time for part i

v :mand for part i

Cm vestment cost for machine type m

tm railable time for machine type m

oo serating time for machine type m to perform op-
eration o for part i

Croi serating cost for machine type m to perform oper-

ation o for part i

R ventory holding cost for part i per unit time of
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operation o
Wy, rerage waiting time due to machine type m failure
o iwly finish penalty cost per unit time for part i
B te finish penalty cost per unit time for part i
d; 1e date for part i
n inimum number of machine failures
max, . aximum allowable number of machines in cell ¢
BM : idget available to purchase machines of all types

BO : dget available for operation of all parts
W;, . aiting time for part i due to a machine failure for
operation o
ne by which part i is early compared to its due

date

I . me by which part i is late compared to its due
date

T, - mpletion time for part i and operation o

e mmber of machine types m for the first period in
cell ¢

NP, : lditional number of machine types m for the next
period in cell ¢

Yme = 1, if machine type m is assigned to cell ¢
=0, otherwise

Xmoyic = 1, if machine type m, which performed oper-

ation o for part i, belongs to cell ¢

= (), otherwise
Yoi =1L
operation o for part i

if machine type m fails while performing

= (), otherwise
Z . tal cost

3.3.2 Sequential and Simultancous MIP Models

The overall sequential and simultaneous mixed- integer
programming Models I, 1I, and III for the first period and
next periods are as follows :

Sequential MIP Model 1
Minimize
Z=3 b W, + Y w ¥ B e + Y LA

+ Z'Ui * Cna * Kanoyic + Z’—:m * Ny

ol e

subject to

=0 BRI I & 8 69

‘/Vio = Zwm * Ymai 2 Gll i; o (5)
Zxrloi =n (6)
moi

Z.X’(W,)ic = 1,all i,c,0 (7
Z“ﬂ'* i * Koy ie <t * N, all m, oo (8)
Ech < max,, all ¢ 9)
E—L=d; —T,,all i and o= O e (10)
Ec,,, *N,, < BM (11)
ZUi * Cuoi ¥ X(moyic = BO (12)
moic .

Xinoyic 2 Y, all m,0,i,c and g = A —qp wroeeeeeeeses (13)
KXonoyicand Y, are (0/1) variables,

N,. = 0 andis a set of integer variables,

Wy B, Ly , Ty 20 (14)

The objective function, Eq. (2), will minimize the total
sum of inventory holding cost based on the waiting time
due to a machine failure, early/late finish penalty cost due
to the deviation between completion time and due date, op-
erating cost, and machine investment cost. Eq. (3) and Eq.
(4) represent completion times for the first operation and
the remaining operations, respectively. Eq. (5) represents
waiting time due to machine failure. Eq. (6) shows the
minimum number of machine failures as a constraint. Eq.
(7) shows selection of a machine among the available
machines. Eq. (8) shows that the capacity of each machine
type for the first period in each cell is not violated. Eq.
(9) restricts the maximum number of machines allowed in
each cell. Eq. (10) shows the early/late completion times of
a part compared to its due date. Eq. (11) restricts the
amount of capital expenditure for a machine. Eq. (12) re-
stricts the budget for a given period of operation. Eq. (13)
represents selection of an alternative machine due to a ma-
chine failure. The constraints in Eq. (14) ensure that

)((mo)ic and Y;nui
N

me

are set of integer variables and that
is a set of integer variables greater than or equal to

zero. Also, waiting time, early/late finish times, and com-
pletion time are greater than or equal to zero.

Sequential MIP Model 11

The sequential Model 1l is same as Model 1 except ob-
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jective function (2), Eqs. (8), (9), (11), (14) are replaced
by Egs. (15), (16), (17), (18), and (19), respectively. The
notation NP, replaces A, in Egs. (15), (17), and (18).

Ximoyic and N, are also no longer variables in Egs. (16)

and (19). Eq. (16) allows for additional machine types in
the same cells(y,, is no longer variable because machine

cells are already formed) for the next period.

Minimize

Z= 2”4* hy,* W, + EU.' *E*a; + 2‘”{ *L %G

........ (15)
+ 2”-‘ * Coai ¥ Ximay i€ + 3 6 * NP,
subject to

Zvi *”mm' *X(ma)ic <t, * (NPmc + ]Vnw)*'Ymcﬁ all m, e (16)
SOV, = max,, dl ¢ (17
Slen *NP,, < BM (18)
Y..i are setsofinteger variables,,
NP, = 0andis a set of integer variables,
I/I/;()y Ei , Li and 7’;0 > O ................................ (19)

Simultaneous MIP Model 111

For a simultaneous mixed-integer program for a given
period, additional index p is considered in Model IIL
Ximoyipc> Ny, and NP, . are variables that determine the
selection of machines, number of machines, and additional
number of machines for a given period, respectively.

Minimize

Z= Zuip* hig* W, + Evip* E}* o, + E'Uip * L, *B,
[ p

p (20)
+ 30" ot ¥ X ipe + Y j0m * (Ve NP)
moipe me
subject to
Tiop 2 Ayt [E(tmm- * Xinoyipe+ W:op].. alli,pando=1 " (21)

Tiop = 03 [ D) G ™ Xioyi + Wpp)], alliando=2,...,0 " (22)

— * ) a4
Wiap - van }moip ’ all 0, p
m

E}/nwip = ’I'Lp, all 14 (24)
S Xioyipe = 1. all 4,p, ¢, 0 (25)
Zv,-p*tm,,,v*X (moyiPe <ty ¥ (N, + NP,,),all m, p,c (26)
Npe =2 NP, allm, ¢ 27
ENma < max,., all ¢ and p = first period = (28)
X)NP,”C < max,, , oll ¢ and p = additional period = (29)
E,-Ly,=d,— T, all i, pand o= O(last operation) ™ (30)
Yo * (Nae+ NR,.) < BM @1
me

Zvip * Conoi * X(ma) ipc < Bo (32)
mocp

Ximoyine 2 Yo, all m,0,i,¢c andg=A—m-~ (33)
Ximoyipc and Y, are (0/1) variables,

N, = 0 and is a set of integer variables,

NP,. = 0 and is a set of integer variables,

VI/ia s E'p ’ Lip H T;ap =0 (34)

Maximum Level of Demand Model IV

The output of Model II is optimal, that is, it is a ma-
chine cell that does not require additional machines. The
mathematical program for Model IV gives important in-
formation about the maximum demand level that a previous
machine cell can produce. For example, if the part de-
mand for the next period is greater than the maximum lev-
el of demand that is identified from Model IV, a previous
machine cell will not be optimal and must be changed.
The maximum level of part demand, output from Model

IV will be used as future management strategy.

Minimize
Z=YW, (35)
subject to
Evi* tma' < tm * Ivmc* Vone 1 all I, g (36)
v; = 0 and is an integer variable (38)

The objective function is to maximize the total demand
level(y, ). The first constraint ensures that the capacity of

each machine type in each cell is not violated(y, is no
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longer variable because machine cells are already formed).
The second constraint ensures that the maximum level of
demand is greater than or equal to the minimum level of
demand (§;, assumed to be given). The third constraint en-

sures that the maximum level of demand for each part is
nonnegative.

4. Hlustrative example

4.1 Phase |

An example that illustrates the application of the new
similarity coefficient is shown below. It is composed of 10
types of parts and seven types of machines. <Table 1>
presents the operation sequences with some operations that
can be performed on more than one machine.

<Table 1> Operation sequences/Available machine types

Part | Part| Part| Part | Part| Part | Part | Part | Part | Part
112|314 |5|6|7|8]9]10
Operation 1 m=2 m=2 m=2|m=2 m=2
p 1 m=5 m=5 m=5 | m=5§ m=5
) m=3|m=3 m=3 m=3
Operation 2 m=7 | m=7 m=7 m=7
. m=1 m=1 m=1 m=1
Operation 3 m=4 m=4 m= m=4
i m=3 | m=3 m=3 | m=3
Operation 4 =6 | m=6 m=6 | m=6
Operation 3 m-1 S L mos
p n m=5 m=5Im=5|m= m=5
A m=2| (m=2| |m= m=2
Operation 6 m=7 =7 m=7 m=7
) m=4 m=4 m=4 m=4
Operation 7 m=6 m=6 6 6

Based on Table 1, Eq.(1) gives the values of the new
similarity coefficient for parts i and j based on the number
of alternative routes during machine failure. <Table 2>
presents the values of the similarity coefficient for two part

Based on the values of the new similarity coefficient,
the next step is to identify the part families by using ge-
netic algorithm. The problem was solved with the follow-
ing parametric values : >pulation size 20, chromosome
length 10, crossover probability 0.80, mutation probability
0.01, and maximum number of generations 500. Genetic al-

2o %%
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gorithm gives three part families : Part Family 1 {3,4,9},
Part Family 2 {1,5,7,8,10}, and Part Family 3 {2,6} with a
fitness value of 1.97.

<Table 2> Similarity coefficient for two parts

S,_j_ j=1]j=2 =8 |j=4|j=5]i=6|i=7 |i=8 =9 |i=10
i=1| - 0 0 0 1023 0 1014, 0 0 10.06
i=2] 0 - 0 0 0 (032 0 0 0 ]0.06
i=3(0 0 - 1013] 0 0 0 0 032 0
i=4] 0 0 [013] - [006(014) 0 0 (032|014
i=5]023] 0 0 (006 - 0 103210131 0 [0.33
i=6| 0 (032 0 |014]| 0 - 0 0 [0.060.13
i=710141 0 0 0 (032] 0 - 1006 0 0
1=81 0 0 0 0 1013 0 |006| - 0 |[0.06
i=94 0 0 [032]032] 0 |006| 0 0 - 0
i=10(0.061006| 0 |014({033/013| 0 |006] 0 -

4.2 Phase |l

Input data are arrival time for each part, operating time
and cost, part demand in a given period, part due date,
early and late finish penalty cost per hour, inventory hold-
ing cost per hour, average waiting time due to machine
failure, machine available time in a given period, maximum
allowable number of machines for each cell during a given
period, minimum number of machine failure in a given pe-
riod, investment cost for each machine, and the budget
available for all operations and machines. The number of
periods was assumed to be two. Operation sequences and
operating time and cost of each part were assumed to be
the same for these two periods. Part arrival time was as-
sumed to be zero for all part types, inventory holding cost
per hour was assumed to be $0.4 for all parts.

The proposed mixed-integer programming Models I, 11,
and 11 for the first and second periods were solved by us-
ing ILOG/CPLEX (V7.5, ILOG). <Table 3> lists the se-
lection of machines to perform the operations on each part
(sequential). <Table 4> and <Table 5> list the selection of
machines to  perform each

operations  on part

(simultaneous).
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<Table 3> Selection of machines {(Periods { and 2) <Table 6> Part families and corresponding machine cells
Part | Part| Part | Part | Part | Part | Part | Part | Part ; Part Machine Type {number allocated)
1 2134|5678} 9]10
Cell| Part Type Sequential MIP | Simultaneous MIP
Operation 1} | m=5 m=2| |m2|m=2)  |m2 Period 1 | Period 2 | Period 1 | Period 2
Operation 2 m=3|m=7 m=3 m=7
P m3 (1) | m3 Q) 23 8;
Operation 3 |m=4 m= m= m= 1 3,49 mé (D) md (1) | )
m7 () | mT | e
Operation 4 m=3 {m=3 m=3 | m=6
ml (1)
Operation 5| m=1 m=1{m=5 [m=1 m=1 m; (;) m2 (2) No
2 11,517,810 m4 (1) ml (1) | m4 (1) | additional
Operation 6 m=2 m=7 m=2 m=2 md (1) m§ (1) | machines
mé (2)
mé (1)
Operation 7|m=6 m=4 m=6 m=
m2 (1) $§ 8;
3 2, 6 m3 (1) | m3() | < 0
<Table 4> Selection of machines (Period 1) m$ (1) m7 (1)
Part | Part| Part | Part | Part | Part | Part | Part | Part | Part .
Ti213 45|67 (81910 <Table 7> Total cost
Operation 1 m=5 m=2 m=5 | m=2 m=2
Sequential MIP Simultaneous MIP
Operation 2 =3 (m=3 =7 =3 R . .
peration il m " Period 1 Period 2 Period 1and 2
Operation 3 |{m=1 m= m=4 m=4 Inventory
. ol ol holding cost
Operation 4 m=3 | m=6 m=3 m=6 Early/late $ 41,79 | $ 81,710 $ 88,581
P S PN _ penalty costs
Operation 5|m=5 m=1 {m=5 {m=5 m=] Operating cost
Operation 6 m=7 m=2 m=2 m=2 Machine $ 454,000 $ 205,000 $ 533.000
investment cost (initial) (additional) ’
Operation 7| m=6 m=6 m=4 m=4
Sum $ 495,796 $ 286,710 $ 621,581
Period [+ Period 2
<Table 5> Selection of machines (Period 2) Total Cost $ 782,506 § 621,581
Part | Part | Part | Part | Part | Part | Part | Part | Part | Part
t1{2)|3|4|5{6|7]|8|9]10 As a result of these two mixed-integer programs, the
Operation 1 m=s m=2 m=2 | m=2 m=s machine investment costs for the first and second periods
were $454,000(1% period, sequential), $205,000(2™¢ period,
Operation 2 m=3{m=3 m=7 m=3
sequential), $533,000(1% period, simultaneous), and zero
Operation 3| m=4 m=4 m=4 m=4 d . .
(2"* period, simultaneous). The total costs for these two
Operation 4 m=3 | m=6 m=31m=6|  models for a given period were $782,506 (sequential) and
Operation 5 |m=5 m=1 {m=5 | m=1 m=s} $621,581 (simultaneous). These results show that the se-
i quential model gives a lower initial machine investment
Operation 6 m=7 m=2 m=2 m=2 R
cost than simultaneous model. However, the total cost for
Operation 7|m=6 m=6 m=6 m=4 the cells in the sequential model for a given period was

<Table 6> lists the part families and corresponding ma-
chine cells from the results of Phases I and 1I. <Table 7>
lists sum of the total cost for a given period.

higher than the total cost for the cells in the simultaneous
model because of the selection of machines(Tables 3, 4,
and 5). The selection of machines is fixed for the first pe-
riod of the sequential model. For the second period, this
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selection of machines will not change(Table 3). On the
other hand, the selection of machines for the first and sec-
ond periods by using the simultancous model is flexi-
ble(Tables 4 and 5). This flexibility causes a difference in
the total costs for the sequential and simultaneous models.

5. Conclusions

A two phase procedure was developed for configuring a
cellular manufacturing system in this study. In the first
phase, a new similarity coefficient for two parts which
considers the number of alternative routes during machine
failure, was presented. Based on the proposed similarity co-
efficient, the part families were identified by using genetic
algorithm. As a result of Phase I, part families based on
the number of alternative routes during machine failure will
provide more attractive data for the next phase. In the sec-
ond phase, sequential and simultaneous mixed-integer pro-
gramming models, which considered the scheduling and op-
erational aspects under demand changes for a given period,
were developed. These models determined the completion
time, early and late finish times, selection of machine
types, number of machines, additional number of machines,
and maximum levels of demand for future management
strategy.

The proposed similarity coefficient for Phase 1 was im-
plemented by using a computer program written in the
C++ language. This program facilitates the process of the
development of the proposed similarity coefficient. Borland
C++(Ver. 4.0) was used to identify part families by using
genetic algorithm and a linear programming package,
ILOG/CPLEX (Ver. 7.50, ILOG), was used to solve the
mixed-integer programming models developed to group ma-
chines into part families in Phase II.
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