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Mobility and QoS Support in 4G Wireless Networks

Taehyoun Kim and Jaiyong Lee

Abstract: Fourth-generation (4G) wireless networks will be the
IP-based cellular networks integrating Internet with the existing
cellular networks. Two important issues should be concerned in
the IP-based cellular networks, IP mobility, and quality-of-service
(QoS) guarantees. In this paper, we proposed two mechanisms to
solve the problems with IP mobility and RSVP-based QoS provi-
sioning. First, virtual-IP (VIP) allocation scheme in areas with a
large rate of handoff can minimize the wireless signaling overhead
due to IP mobility. The access routers (ARs) create dynamically
the VIP zone by using the measured handoff rate derived from the
history of the handoff into neighboring ARs. We show that VIP al-
location scheme reduces the binding update messages in the wire-
less link than hierarchical mobile IPv6. Second, the new advance
resource reservation protocol called proportional aggregate RSVP
(PA-RSVP) can minimize waste of bandwidth and soft state refresh
overhead due to IP mobility. It allocates the bandwidth in advance
between the mobility anchor point and neighboring ARs using pro-
portional aggregate reservation. We also show that PA-RSVP pro-
vides an improved performance over existing protocols.

Index Terms: 4G wireless networks, advance resource reservation,
IP mobility, PA-RSVP, QoS, virtual-IP, wireless signaling,

L. INTRODUCTION

In the Internet protocol (IP)-based cellular networks, an ac-
cess router (AR) resides in an access network and is connected
to one or more access points (APs). These ARs use IP pro-
tocols for data transport and signaling in the fourth-generation
(4G) wireless networks. The IP-based cellular networks have the
advantages of directly applying IP techniques and applications
written for the wired data networks to the wireless networks.
Two important issues should be concernéd in the IP-based cel-
lular networks: IP mobility and quality-of-service (QoS) guar-
antees [1], [2].

Mobile IPv6 {3] enables a mobile node (MN) to keep the net-
work connectivity even if the MN changes its point of attach-
ment to the Internet. However, mobile IPv6 suffers from the
problem with a large signaling overhead for frequent binding
updates. Hierarchical mobile [Pv6 (HMIPv6) [4]-[6] is an en-
hanced mobile IPv6 to minimize the signaling overhead in the
wired network link. But, HMIPv6 cannot reduce the signaling
overhead in the wireless link. In the mobile Internet, the wire-
less link has far less available bandwidth resources and limited
scalability compared to the wired network link. Therefore, the
signaling overhead due to IP mobility has a severe effect on the
wireless link [7]. Moreover, each cell becomes smaller and this
increases handoff rates yielding more signaling overhead in the
wireless link [8]-[10].
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1Pv6 supports DiffServ-style QoS, but real-time services such
as streaming audio and video services [11], [12] would be much
better served under the RSVP/IntServ model [13]-[15] as they
have a relatively constant bandwidth requirement for a known
period of time. However, the delay of reserving resources of
RSVP along new data paths after handoffs may cause service
disruptions for real-time multimedia services. Therefore, in or-
der to provide seamless QoS services, advance resource reser-
vations are necessary on the cells that are likely to be visited by
the MN. Recently, many researches have been done to provide
QoS in the wireless networks using advance resource reserva-
tions. However, while these proposals provide seamless QoS
guarantees, they have problems with waste of bandwidth due to
advance resource reservations. Also, RSVP suffers from a scal-
ability problem since per-flow reservation states have to be pe-
riodically refreshed. Eventually, we need to find new method to
provide seamless QoS guarantees while minimizing the use of
the pre-provisioning resources.

In this paper, we propose two mechanisms to solve the prob-
lems with IP mobility and RSVP-based QoS provisioning in
the IP-based cellular networks. First, virtual-IP (VIP) alloca-
tion scheme in areas with a large rate of handoff can minimize
the wireless signaling overhead due to IP mobility. The access
routers (ARs) dynamically create the VIP zone by using the
measured handoff rate to neighboring ARs. Even if the hand-
off of the MNs occurs between the ARs within the same VIP
zone, the current care-of-addresses (CoAs) of the MNs are not
changed. As a result, local binding updates are not generated
in the VIP zone. Therefore, VIP allocation scheme has many
benefits: Saving of the wireless network resource, reduction of
the power consumption of the MN, and reduction of the inter-
ference in the wireless link. Second, the new advance reserva-
tion protocol called proportional aggregate RSVP (PA-RSVP)
can minimize waste of bandwidth and soft state refresh over-
head due to IP mobility. It allocates the bandwidth in advance
between the mobility anchor point (MAP) and neighboring ARs
using proportional aggregate reservation. Also, PA-RSVP has
many benefits: Saving of the network resource, reduction of the
maintenance cost, and avoidance of the network congestion.

The remainder of the paper is organized as follows. In Sec-
tion IT, we describe the mobility issues in 4G wireless networks.
In Sections III and IV, we describe virtual-IP (VIP) allocation
scheme and proportional aggregate RSVP (PA-RSVP) in the IP-
based cellular networks, respectively. Finally, some conclusions
are summarized in Section V.

II. MOBILITY ISSUES IN 4G WIRELESS NETWORKS

In this section, we present the problems of IP mobility proto-
col and resource reservation protocol in 4G wireless networks.
The purpose of this discussion is to set the stage for the follow-
ing sections.
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A. IP Mobility Protocols

Since IPv6 is becoming a standard for 4G networks, mobile
IPv6 [3] has been developed by the IETF with new functionali-
ties for streamlining mobility support that are missing in mobile
IPv4. In mobile IPv6, when an MN moves from a network cov-
erage cell to another cell, it gets a care-of address (CoA) from
the visited network. After receiving the CoA, the MN registers
the association between the CoA and the home address by send-
ing a binding update message to its home agent (HA) or corre-
spondent node (CN). The HA and the CN each keeps a binding
cache that is updated when new binding update arrives. In mo-
bile IPv6, when the HA and the MN are far from each other,
even small MN movements create the binding update messages
that traverse a long the way across the network. This signaling
load for the binding update in mobile IPv6 may become very
significant as the number of the MNs increases.

To overcome this problem, hierarchical mobile IPv6
(HMIPv6) [4] is proposed to reduce the amount of signaling that
is required for managing the MN movement within the mobile
networks. HMIPv6 uses a local anchor point called mobility an-
chor point (MAP). An MN entering a MAP domain will receive
the router advertisement containing information on local MAP.
The MN can bind its current CoA (on-link CoA; LCoA) with
an CoA on the MAP’s subnet (regional CoA; RCoA). Acting as
a local HA, the MAP encapsulates and forwards them directly
to the MN’s current address (i.e., LCoA). When the MN moves
within a local MAP domain, the MN sends the binding update
messages only up to the MAP. This reduces additional signal-
ing cost in the wired network link between the MAP and the
CN that exists in mobile IPv6. But, HMIPv6 cannot reduce the
binding update messages in the wireless link. In addition, IETF
proposed the fast handoff over HMIPv6 [7], [16] that integrates
HMIPv6 and the fast handoff mechanism to reduce the handoff
latency by address pre-configuration. Since the fast handoff over
HMIPv6 inherits the basic signaling structure of HMIPv6, the
signaling cost in the wireless link is unchanged from HMIPv6.

B. Resource Reservation Protocols

The simple QoS protocol [17] integrates RSVP tunnel and the
mobile IP routing mechanism. This protocol is practical in use
and can be implemented easily. When an MN moves to a for-
eign network, it informs its HA of its new location information.
When the HA knows the MN’s location, it sets up an RSVP tun-
nel between itself and the foreign agent (FA), and encapsulates
PATH messages from the sender and transmits them to the MN
through the tunnel. The simple QoS protocol has advantages of
requiring a little modification in basic mobile IP, low bandwidth
requirements, and reduced maintenance cost. But, RSVP tunnel
still exists in simple QoS protocol and it causes a triangular rout-
ing problem. This means the resource reservation path between
the sender and the MN always includes the HA. The packets al-
ways have to go through the HA and, as a result, the routing path
is not optimized. Therefore, the MN may not be able to receive
packets because of the handoff delay caused by the non-optimal
routing path. Also, service disruptions may occur if there is not
enough resource reserved on the new data path. Moreover, the
signaling overhead due to RSVP tunnel exists.
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Mobile RSVP (MRSVP) [18] protocol reserves resources in
advance on the cells that the MN is expected to visit. MRSVP
protocol defines mobility specification (MSPEC) which in-
cludes a list of CoAs that the MN is expected to visit during the
lifetime of the flow. This protocol has two classes—active reser-
vation and passive reservation. An active reservation is used
on the current active communication path and is setup from the
sender to the MN via the proxy agent. On the other hand, the
passive reservations are used on the communication paths that
are not currently active and are setup from the sender to the
proxy agents in the other locations in its MSPEC. After the se-
tups of the active and the passive reservations, when the MN
moves to a new location within MSPEC, the active reservation
switches to a passive reservation and the passive reservation
on the new location switches to an active reservation. Hence,
MRSVP can overcome service disruptions during handoffs by
making advance reservations on neighboring cells that are ex-
pected to be visited by the MN. However, since this protocol
makes reservation on the path to all cells that are expected to be
visited by the MN, the network bandwidth is wasted. It also re-
quires the transfer of periodic refresh messages to maintain the
soft state which increases the signaling overhead.

In RSVP-RA protocol [19], multiple FAs exist under a RSVP
agent (RA). When the sender sends a PATH message to the
MN using RSVP, the RA that is managing the MN intercepts
the PATH message and sends it to neighboring FAs to establish
resource reservations in advance. RSVP-RA protocol has two
classes that are similar to those of MRSVP—reserved reserva-
tion and prepared reservation. The reserved path is the reserved
resource along flow from the sender to the MN. Data packets
are actually transmitted through the reserved reservation links
to the MN. The prepared path is the reserved resource from an
RA to the neighboring cells of an MN’s current cell. Although
data packets from the sender to the MN are not currently being
transmitted through the prepared reservation paths, it is needed
to prepare for an MN’s handoff to a neighboring cell. After
the setups of the reserved and the prepared reservations, when
the MN moves to a new location within neighboring cells, the
reserved reservation switches to a prepared reservation and the
prepared reservation on the new location switches to a reserved
reservation. Different from MRSVP protocol, RSVP-RA proto-
col uses RA to support mobility at the network boundary without
leaving any burden to the Internet backbone. RSVP-RA proto-
col reduces waste of network bandwidth and signaling overhead
compared to MRSVP protocol. Yet, as RSVP-RA reserves re-
sources in advance on the access networks, it still has problems
of waste of network bandwidth and signaling overhead.

III. VIRTUAL-IP ALLOCATION SCHEME

The network architecture of virtual-IP (VIP) allocation
scheme is based on HMIPv6 [4] as shown in Fig. 1. In order to
apply VIP allocation scheme in the IP-based cellular networks,
we need a set of MNs supporting HMIPv6, the ARs supporting
IP routing and connected with several access points (APs), and
the MAP that act as a local anchor point in HMIPv6. For a ref-
erence, the HA and the CN operate as defined in mobile IPv6.
The network entities are defined as follows.
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Fig. 1. Reference architecture of VIP allocation scheme.

e Mobility anchor point (MAP): It commands to correspond-
ing ARs to create or release a VIP zone and routes the pack-
ets of the MN to the new AR.

e Access router (AR): It counts the number of handoffs to its
neighboring ARs during a specified period of time. When it
detects that the measured handoff rate exceeds the threshold
value or drops below the threshold value, it sends its status
and IP address of its neighboring AR into the MAP. Accord-
ing to the command of the MAP, it sends the virtual network
prefix or the original network prefix to the MNs.

o Virtual CoA (VCoA) and local CoA (LCoA): The VCoA and
the LCoA each is configured on the MN based on the virtual
network prefix and the original network prefix advertised by
the AR.

e Regional CoA (RCoA): It is configured by the MN when it
receives the MAP option.

e Movement update: When the MN moves into a new AR
within the VIP zone, old AR sends a movement update mes-
sage to the MAP in order to establish the binding caches
among RCoA, VCoA, and new AR IP address.

A. Method of Establishing the Virtual-1P Zone

To explain the concept of the VIP zone, we illustrate the VIP
zone between the AR-¢ and the AR-5; in Fig. 1. Each AR mon-
itors the movement status that has a trace of handoff history to
its neighboring ARs during active communications and counts
the number of handoffs. In this framework, the ARs create the
VIP zone by using the measured handoff rate derived from the
history of the handoff in the ARs. The VIP zone is created and
released by two conditions described as follows. If the condi-
tion in (1) is met, the AR-; send a request to the MAP to create
the VIP zone with the AR-j;, and the MAP commands the AR-¢
and the AR-j; to create a VIP zone. Therefore, a VIP zone is
formed at the AR-7 and the AR-j;.

rateHO(i, j,) > THi(VC), (1)

where rateHO(%,j1) is the handoff rate from the AR-7 to the AR-
j1 during a certain period. THi(VC; VIP creation) is the thresh-
old value of the handoff to create a VIP zone in the AR-%.

If the condition in (2) is met, the AR-{ sends a request to
the MAP to release a VIP zone with AR-7y, and the MAP com-
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Fig. 2. State diagram of VIP allocation scheme.

mands the AR-¢ and the AR-7; to release a VIP zone. Therefore,
a VIP zone is released at the AR-¢ and the AR-7;.

rateHO(i, j1) < THi(VR), (2)

where THi(VR; VIP release) is the threshold value of the handoff
to release a VIP zone in the AR-i. Here, THi(VR) is sufficiently
different from THi(VC) for some hysteresis (i.e., ensure that the
trigger condition for the initiation of a VIP zone is sufficiently
different from the trigger condition for the release of a VIP zone)
to avoid oscillation in stable condition.

B. Description of Virtual-IP Allocation Scheme

As shown in Fig. 2, virtual-IP (VIP) allocation scheme oper-
ates in four states. First, the normal state operates as HMIPv6.
If the VIP creation condition is met in the normal state, the state
switches to the VIP initiation state. Second, in the VIP initia-
tion state, the ARs send the virtual network prefixes to the MNs
in their area and switches to the VIP state. Third, in the VIP
state, the VIP zones are created by the ARs with the same vir-
tual network prefix. As a result, local binding updates are not
generated and this greatly reduces the signaling cost in the wire-
less link. At this time, if the VIP release condition is met in the
VIP state, the state switches to the VIP release state. Finally,
the VIP release state switches to the normal state by sending
different original network prefixes in each AR of the VIP zone.

Each router has an original network prefix and a virtual net-
work prefix. The original network prefix is distinctly assigned
to every AR within a MAP domain by the IP address class. But,
the virtual network prefix is assigned per MAP domain. It is
identically assigned to every AR within a MAP domain. In a
situation where the AR-j; is part of one VIP zone 1, and the
AR-73 is part of another VIP zone 2 in Fig. 1, if AR-j; and AR-
J3 are neighbors ARs, the VIP zone 1 and the VIP zone 2 are
merged in one VIP zone because the VIP zone 1 and the VIP
zone 2 each is assigned the same virtual network prefix within
the MAP domain. As a result, when an MN under AR-5; moves
to AR-j3, it receives a same virtual network prefix under AR-
J3 as it did under AR-j; and a new binding update is not cre-
ated. On the other hand, if the VIP zone 1 and the VIP zone
2 use different virtual network prefixes, then the VIP zones do
not merge. Consequently, as the MN received new network pre-
fixs when an MN under AR-j; moves to AR-j3, the signaling
cost is increased by the new binding updates. Therefore, a bet-
ter performance is achieved if a common virtual network prefix
is assigned to several VIP zones within the MAP domain.
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Fig. 3. Message flow in VIP initiation state.

Meanwhile, it is possible to apply VIP allocation scheme stat-
ically. That is, the handoffs can be carried out using I.2-source
trigger in all areas independent of the threshold values (i.e.,
THi(VC) and THi(VR)). However, VIP allocation scheme be-
comes meaningless if the utilization of the wireless link does
not reach to the maximum capacity of the wireless link in the
AR. Therefore, reducing the signaling cost in the wireless link
is meaningful if the VIP zones are dynamically allocated during
the times when the MNs are densely populated and the handoff
rate increases. For this reason, although VIP allocation scheme
can operate statically, it operates dynamically in practice.

B.1 Normal State

In the normal state, it operates as HMIPv6 proposed by IETF
until the VIP creation condition is met in the normal state.

B.2 VIP Initiation State

Fig. 3 shows the message flow in the VIP initiation state. The
MN1 and the MN2 are communicating with the AR-¢ and the
AR-7; in the normal state, respectively. In this state, the binding
cache of the MN1 is {RCoA1l: LCoA1} and the binding cache
of the MN2 is {RCoA2: LCoA2}. Also, the binding caches of
the MAP each is {RCoAl: LCoAl} and {RCoA2: LCoA2}.
When the AR-7 detects that the measured handoff rate exceeds
the threshold value for the creation of the VIP zone, the AR-¢
sends its status and IP address of the AR-j; to the MAP. Then,
the MAP commands to the AR-¢ and the AR-j; to create a VIP
zone. If the AR-j; does not have a virtual network prefix, it
can reject the creation request of the VIP zone from the MAP.
However, these are unusual case that happens during operations.
Hence, excluding some exceptional abnormal situations, each
AR accepts the request from the MAP. The AR-; and the AR-j;
each sends the same virtual network prefix instead of existing
different original network prefix. The MN1 and the MN2 each
receives this new network prefix and compare with its original
network prefix, respectively. They recognize an arrival of a new
network prefix and generate new virtual CoAl (VCoAl) and

181

MN1 Old AR-/ New AR/, MAP
Communication between MN1 ;nd the CN
o +

Strong pilot signal

L2 H/O processing

L2 ST (MN1's L2 address, new AR-j;’s IP identifier)
Bl | i
Movement update (for MN1 moves into AR2)

L2-link up
Data transfer

Fig. 4. Message flow in VIP state.

VCoA2 by auto-configuration [20]. This mechanism causes the
MN1 and the MN2 to perceive as if they are separately being
handed over to a new AR, and causes them to change their cur-
rent CoA. The MN1 and the MN?2 register newly acquired the
VCoAl and the VCoA2 to the MAP. The MAP updates those
binding caches (as MN1 - {RCoAl: VCoAl: AR-¢}, and MN2
- {RCoA2: VCoA2: AR-j;}). Through this procedure, the VIP
zone is performed on the AR-¢ and the AR-j; and the state then
switches to the VIP state.

B.3 VIP State

In the VIP state, the packet data sent from the CN to an MN1
and an MN2 are encapsulated with new VCoAl and VCoA2 by
the MAP and forwarded to the MN1 and the MN2, respectively.
Fig. 4 shows the message flow of the handoff in the VIP state.
We consider that the MN1 in the AR-¢ is handovered to new AR-
j1. Here, the binding cache of the MN1 is {RCoAl: VCoAl}.
Also, the binding cache of the MAP for the MN1 is {RCoAl:
VCoAl: AR-i}. When the MN1 approaches new AR-74, it re-
ceives a strong pilot signal and performs layer 2 (L2) handoff.
Here, old AR-7 determines the IP address of new AR-j; using
L2 source trigger (L2-ST) [16]. L2-ST includes the informa-
tion such as the L2 identifier of new AR. The L2 identifier is
translated into the IP address of the AR-j;. This source trigger
is not newly generated message from the MN. It is transferred
using the existing message of the L.2 handoff (e.g., it is the iden-
tifier of base station in CDMA or the identifier of access point
in WLAN used at L2 handoff). Therefore, no additional signal-
ing messages in L2 are generated during the handoff. Old AR-%
detects the MN1 moving towards new AR-j; and sends a move-
ment update message to the MAP. Then, the MAP updates its
binding cache for the MN1 as {RCoAl: VCoAl: AR-j;} and
establishes a tunnel to new AR-j;. New AR-j; sets up a host
route for the VCoAl of the MN1. After that, the MN1 moves
to new AR-j; and sets up a L2 link after completing a L2 hand-
off. At the same time, since the MN1 receives the same virtual
network prefix with old AR-¢ from new AR-j1, it does not per-
form a binding update. The packet data sent from the CN to the
MNI1 on the MAP are encapsulated with the VCoAl and for-
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Fig. 5. Messages flow in VIP release state.

ward to the MN1 through new AR-j; by the MAP. Even if the
MN1 is handed over to new AR-j; in the VIP zone, the binding
update requests and acks need not to be sent over the wireless
link. Hence, the signaling cost with binding update in the wire-
less link is greatly reduced. If an MN in the VIP zone moves to
the AR out of the VIP zone or if an MN outside the VIP zone
moves into the AR in the VIP zone, in only these two cases, an
MN receives a different network prefix.

B.4 VIP Release State

An MN1 and an MN2 are communicating with the AR-7 and
the AR-j; respectively in the VIP state. In this state, the binding
cache of the MN1 is {RCoAl: VCoAl} and the binding cache
of the MN2 is {RCoA2: VCoA2}. Also, the binding caches
of the MAP each is {RCoAl: VCoAl: AR-i} and {RCoA2:
VCoA2: AR-j;}. Fig. 5 shows the message flow in the VIP
release state. When the AR-¢ detects that the measured handoff
rate drops below the threshold value for the release of the VIP
zone, the AR-7 sends its status and the IP address of the AR-7;
to the MAP. Then the MAP commands the AR-i and the AR-j;
to release a VIP zone. Following the procedure, the AR-¢ and
the AR-3; independently send different original network prefix
instead of the same virtual network prefix, respectively. The
MNT1 and the MN2 each registers newly acquired LCoA1l and
LCoA2 to the MAP. The MAP updates those binding caches
as {RCoAl: LCoAl} and {RCoA2: LCoA2}. Through this
procedure, the VIP release state is finished at the AR-i and the
AR-7j1, and the state switches to the normal state.

C. Performance Evaluation

C.1 Analytic Mobility Model

We adopt the fluid flow model which is commonly used to
analyze cell boundary crossing related issues in our case [21],
[22]. The topology of the analysis consists of a MAP domain.
The AR and the VIP zone are assumed to be square-shaped.
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Fig. 6. Imbedded Markov chain for the handoff process.

Under the fluid-flow model, the direction of an MN move-
ment is uniformly distribution in the range of [0, 27]. The aver-
age crossing rate of the boundary of the AR and the VIP zone,
E[Rar] and E[Ryyp] each is

4y 4v

E[Rar] = E[Ryp] =

3)

T -LaR’ 7 Lyip’

" where v is the average speed of MN in km/hr and £ and #y 7 p

each is the side length of the AR (m) and the VIP zone (m).

Since an MN crossing the border of the VIP zone must cross
the border of the AR, the AR crossing rate of the MN still stay-
ing in the same VIP zone is computed as

4v(yip — LAR)

E[Rarevip] = E[Rar] — E[Rvip] = 7 - LarbviP

C)

The handoff process of an MN is modeled as an imbedded
Markov chain, which illustrates an in Fig. 6. This model defines
the handoff process of an MN within a VIP zone to show the
number of the AR crossings by an MN before it moves out of the
VIP zone. Also, a state of the chain is defined as the number of
handoffs between the ARs in the same VIP zone before leaving
it. The advantage of VIP allocation scheme is the reduction of
the signaling cost when the MNs move between the ARs within
the same VIP zone. Hence, in order to verify the performance
enhancements by VIP allocation scheme, we need to find the
crossing rate of the boundary of the AR until the MN moves out
of its VIP zone and the crossing rate of the boundary out of the
VIP zone. Here, A represents the state transition rate at which
the MN moves from state k to state k + 1, k = 0,1,2,---. In
other words, the MN is traveling between the ARs within the
same VIP zone at the rate A. p denotes the state transition rate
at which the MN moves from state k to state 0. It represents
the MN moving out of a VIP zone. Therefore, A and y each is
expressed as

A = E[Rarevir], p= E[Rvip]. (5)
The equilibrium state probability of state &k, P, is expressed as

A 7
Py =[——1P,, Py=-——, 6
e [/\+#]0 =31, (6)
where P, is the equilibrium state probability of state O.

Using the expression from (3) to (6), the average number that
an MN moves out of the VIP zone, « and the average number
that an MN moves within the domain, § each is expressed as
ratio of the side of the AR to that of the VIP zone.

LAR R _bnrp
B=> kPy=—"C -1 ©)
k=1

a=PFPy=_—"—,
yip

LAr
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Therefore, the average wireless signaling cost in HMIPv6 and
VIP allocation scheme can be expressed respectively as

Cramipvs = Mwp a+Mwp-f=Myp(,—+5—-1),
byip lar
’ (8
Camipve = Mwp o= Myp - v AR 9)
vip

where Myy g is the cost for the local binding update in the wire-
less link.

C.2 Analytic Results

In the wireless signaling analysis, the performance of
HMIPv6 and VIP allocation scheme each is evaluated from the
ratio of £or to £yip, which can be determined from the side
length of the AR and the VIP zone, respectively. The VIP zone
size in Fig. 7 represents the number of ARs that forms the VIP
zone. Fig. 7(a) shows the analysis result of the wireless signal-
ing cost depending on the VIP zone size. When the VIP zone
size is 16 ARs, the wireless signaling cost is 6.5 in HMIPv6 and
0.5 in VIP allocation scheme. Also, the wireless signaling cost
is 10.3 in HMIPv6 and 0.3 in VIP allocation scheme when the
VIP zone size is 32ARs. The reason for this is whenever the MN
changes its point of attachment, the binding update still occurs
regardless of the change of the VIP zone size in HMIPv6. But,
as the VIP zone size increases, the probability of moving out of
the VIP zone gradually decreases in VIP allocation scheme. As
aresult, Fig. 7(b) shows that as the VIP zone size increases, VIP
allocation scheme reduces the wireless signaling cost from 65%
up to 95% compared with HMIPv6. Thus, the wireless signal-
ing cost is drastically reduced when VIP allocation scheme is
applied in the IP-based cellular networks.

C.3 Simulation Environments

We used ns-2.1b7a mobile IP [23] with a wireless extension
for the simulation as shown in Fig. 8. The link characteristics,
namely the bandwidth and the delay are also shown in Fig. 8.
Constant bit rate sources are used as traffic sources. A source
agent is attached to the CN and the sink agents are attached to
the MNs. The duration of each simulation experiment is 180
simulation time units (sec). The cells within a MAP domain
are divided into either a dense area or a sparse area. A dense
area is composed of 4, 9, 16, 25, or 36 cells around a center
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Fig. 8. Simulation networks topology.

cell. A sparse area is composed of the remaining cells except
for a dense area in the MAP area. The densities of the MNs
within the dense area and the sparse area are 10 MNs/cell and 5
MNs/cell, respectively. The MNs within the dense area move as
follows. First, 1 MN, 2 MNs, 3 MNs, 4 MNs, and 5 MNs move
randomly within the dense area at time instants 10, 20, 30, 40,
and 50 sec, respectively. Second, 6 MNs move randomly within
the dense area from 60 sec to 130 sec. Third, 5 MNs, 4 MNs, 3
MNs, 2 MNs, and 1 MN move randomly with the dense area at
time instants 140, 150, 160, 170, and 180 sec, respectively. On
the other hand, 1 MN moves only randomly during the total sim-
ulation time in the sparse area. The THi(VC) and the THi(VR)
of cells in the dense area are 4 MNs/sec and 2 MNs/sec, re-
spectively. Also, the THi(VC) and the THi(VR) of cells in the
sparse area are 2 MNs/sec and 1 MN/sec, respectively. That is,
when the MNs handovered to neighboring cell exceed 40% of
active MNs within a cell, a VIP zone is created. Also, when
the MNs handovered neighboring cell drop below 20% of active
MNs with a cell during the period of the VIP zone, a VIP zone
is released. Here, The THi(VR) was set to a smaller value than
the THi(VC) to avoid oscillation in stable condition.

C.4 Simulation Results

We record the wireless signaling counts every 10 simulation
time units (sec) for all experiments. Fig. 9 shows changes in
the wireless signaling messages depending on the simulation
time when the VIP zone is formed in 4 cells. We can see from
Fig. 9(a) that when the VIP zone is created and released, the
wireless signaling messages in VIP allocation scheme increase
more impulsively than those in HMIPv6. But, the wireless sig-
naling messages in VIP allocation scheme are much less than
those in HMIPv6 during the duration of the VIP zone. In this
figure, although VIP allocation scheme uses 23 more messages
than HMIPv6 during the creation instant of the VIP zone, about
80 messages are saved using VIP allocation scheme during the
duration period of the VIP zone. Fig. 9(b) shows cumulative
wireless signaling messages of Fig. 9(a). Therefore, we can see
from the Fig. 9(b) that the cost gain during the duration of the
VIP zone is much more than the cost loss during the creation and
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the release of the VIP zone. Moreover, as the duration period
of the VIP zone increases, the cost gain increases greatly. For
example, when VIP allocation scheme is applied at the amuse-
ment center, the duration period of the VIP zone lasts up some
hours because the VIP zone is created early in the evening and
1s released at midnight. Fig. 10 shows the effect of VIP allo-
cation scheme within the VIP zone. The simulation results in
Fig. 10 follow the same trend shown in Fig. 7. These simula-
tion results imply that the performance of VIP allocation scheme
with the VIP zone is closely related to the size of the VIP zone
and the velocity of the MNss. Fig. 11 shows the result for over-
all gain. This gain means how much time (%) is available for
non-wireless signaling and is expressed as follows.

T(SIM) — T(SIG)

Gain = ( T(SIM)

) % 100 (%), (10)

where T'(STM) is the total simulation time and T'(SIG) is the
cost in time for the wireless signaling. The time required to pro-
cess one wireless signaling varies in the MAC layer depending
on the multiple access technology used in the wireless link. For
example, the time required to process one wireless signaling is
25 ms in 1XEV-DO and 15 ms in IEEE 802.16e. Based on these
parameter values, we can observe in Fig. 11 that the time exclud-
ing the wireless signaling overhead from the total time is much
longer in VIP allocation scheme than in HMIPv6. Also, IEEE
802.16e shows a greater benefit by the gain than 1xXEV-DO from
the difference in the wireless bandwidth.
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IV. PROPORTIONAL AGGREGATE RSVP SCHEME

The network architecture of proportional aggregate RSVP
(PA-RSVP) is also based on HMIPv6 as shown in Fig. 12. To
apply PA-RSVP in the IP-based cellular networks, we need a set
of the RSVP-enabled ARs supporting IP routing and the MAP
that performs advance resource reservations. The network enti-
ties are explained as follows.

o Mobility anchor point (MAP): 1t functions as an aggregating
router and makes resource reservations to neighboring ARs
of an MN’s current AR in advance using proportional aggre-
gation reservation.

e Access router (AR): It functions as a de-aggregating router
and a proxy agent of the MN and monitors movement status
into neighboring ARs using handoff history. It calculates the
expected the number of MNs that is expected to visit neigh-
boring ARs based on the movement status, and based on
these values, it proportionally estimates the aggregate band-
width by the bandwidth ranking.

o Correspondent node (CN) or home agent (HA): Tt sends a
PATH message to the MN using binding update information.

PA-RSVP protocol has three reservation classes—actual
reservation, preliminary reservation, and extra reservation. The
actual reservation is the resource that is reserved from the CN to
the MN through the current AR that is currently being used. The
preliminary reservations are the resources that are reserved in
advance using proportional aggregation from the MAP to neigh-
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Fig. 13. Example of proportional aggregation reservation.

boring ARs that are expected to be visited by the MN, and are
not currently being used. The bandwidth on the preliminary
reservation is reserved but not actually allocated. Lastly, the
extra reservation temporarily makes use of the inactive band-
width that is reserved by other flows in the current AR. If the
MN moves to a neighboring AR, the resource of the prelimi-
nary reservation class at the new location switches to the actual
reservation class. Also, the resource of the actual reservation
class at the previous location switches to the preliminary reser-
vation class. However, when the MN, initially established in the
actual reservation class, moves to a neighboring AR, the actual
reservation switches to individual preliminary reservation. If the
reservation class information of the MN is not correctly updated
by the MAP, there could be problems with changing reservation
classes when an MN moves to a neighboring AR.

A. Method of Allocating Proportional Aggregate Resource

Allocating proportional aggregate resource in the preliminary
reservation path is carried out in four steps as follows. Here, we
consider the coverage areas for the ARs as shown in Fig. 13.

(STEP 1) Each AR calculates the handoff rates of the MNs in
active communication to neighboring ARs. That is, the handoff
rate from AR-i to AR-ji, P ;, is measured. For example, the
handoff rate from AR-¢ to AR-7; is calculated as (11).

numHO(3, j1)
> ke Neigh(s) THmHO(i, ji)’

Fij = an
where numHO(1, ji,) is the number of active handoffs from AR-
1 to AR-j, during certain periods, and Neigh(3) is a set of AR-’s
neighboring ARs.

(STEP 2) Each AR stores the handoff rates to neighboring
ARs as the following type.

(neighboring AR’s address, handoff rate to neighboring AR).
(12)
For =xample, the handoff rates from AR-7 to AR-j; in Fig. 13
are stored as (Addji, P;;,), (Addjs, P;;,), (Addjs, P ),
(Addj45 -Pi,j;;)’ (Addjf)’ Pi,j5), and (Addjﬁv -F)i,js) .

(STEP 3) F; ;, is periodically updated. Therefore, the number
of MNs that is expected to move from AR-7 to neighboring AR-
Jk ElnumHO(%, ji )] is calculated as (13).

ElnumHO(i, ji)] = rounduplF; ;. x numMN (3),0], (13)
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Table 1. Example of bandwidth allocation order for MNs in AR-3.

Ranking | Reservation BW | MN’s ID
BW; 5 Mbps #8
BW, 5 Mbps #10
BWj 3 Mbps #2
BW, 3 Mbps #4
BWy 3 Mbps #6
BWg 1 Mbps #1
BW> 1 Mbps #3
BWsg 1 Mbps #5
BWy 1 Mbps #7
BW10 1 MbpS #9

Table 2. Example of storage for handoff rates into AR-j;, in AR-i.

Neighboring AR | Handoff rate | Cache type
AR-j; P; ;, =0.08 (j1,0.08)
AR-j P;, =01 | (j2,0.0)
AR-js P, =012 (Js, 0.12)
AR-7j4 P, =04 (ja, 0.4)
AR-j5 P; ;=023 (45, 0.23)
AR-jg P 4, =0.07 (Js, 0.07)

where numMN(1) is the number of MNs in active communica-
tion within AR-z.

(STEP 4) Each AR stores the list sorted in descending order
by the offered bandwidths for active MNs within its coverage.
Then, each AR adds up the bandwidths from the top of the list
for E[numHO(4, ji)]. This added bandwidth, Q; ;, is calcu-
lated as (14) and is allocated in advance between the MAP and
neighboring ARs using proportional aggregate reservation.

EnumHO(4,ji)]

Q BW;, (14)

1,0k —

r=1
where r stands for the rank in the bandwidth order, and BW.
represents the r-th bandwidth.

Let us look at an example of allocating proportional aggregate
resource to neighboring AR-j;. In Fig. 13, we assume that there
exists 10 MNs that are in active communication under AR-7 and
the offered bandwidths are 5 Mbps in 20% (#8, #10), 3 Mbps
in 30% (#2, #4, #6), and 1 Mbps in 50% (#1, #3, #5, #7, #9)
of the MNs. AR-¢ stores the values of the offered bandwidths
of active MNs in its coverage as shown in Table 1. Then, the
handoff rates from AR-7 to neighboring AR-j; calculated from
(12) are stored as shown in Table 2. Based on these values, AR-
t calculates the number of MNs that is expected to move into
AR-j1, E[numHO(4, j1)] as below.

E[numHO(, j1)] = roundup[(P; j, x numM N (i), 0]
= roundup[(0.08 x numM N (i)),0] = 1,

then, the numbers of MNs that are expected to move into the rest
of neighboring ARs are calculated in the same way using (13)
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Fig. 14. Setup procedure of PA-RSVP.

Sequence number (16 bits)
Life time (16 bits)

A|H| L\K|IVI[P] Reserved

Mobility option

IPv6 payload
{BW for proportional aggregate resewatmn
Into neighboring AR,; Rspec)

Fig. 15. Message format of proportional aggregate QoS.

as follows.
ElnumHO(i,j2)] =1, ElnumHO(,j3)] =2,
ElnumHO(i,74)] =4, ElnumHO(,75)] =3,

ElnumHO(i, j6)] = 1.

Finally, proportional aggregate bandwidths allocated from AR-¢
to neighboring AR-jy is calculated using (14). First, the propor-
tional aggregate bandwidth from AR-¢ to AR-j; is

EnumHO(i,71)] 1
Qij, = > BW.=)» BW, =5Mbps.
r=1 r=1

Also, the proportional aggregate bandwidths allocated to the rest
of the neighboring AR-jj, are calculated as follows.

Q; ;, = 5 Mbps

Q; j, = (5 Mbps + 5 Mbps) = 10 Mbps

i.ja = (5 Mbps + 5 Mbps + 3 Mbps + 3 Mbps) = 16 Mbps
Qi ;, = (5 Mbps + 5 Mbps + 3 Mbps) = 13 Mbps

i.jo = © Mbps.

=

=

B. Setup Procedure

Fig. 14 shows the operation of PA-RSVP setup procedure. We
assume that the MN has created within AR-;. The MN has com-
pleted power-up registration to the CN through the MAP. First,
the CN sends an end-to-end (E2E) PATH message to the MN
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Fig. 16. Signaling flow in preliminary reservation path.
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(1 in Fig. 14). The MN replies with an E2E RESV message to
the CN (2 in Fig. 14). An actual reservation is setup between
the CN and the MN through these messages. According to the
creation of new active MN within AR-¢, AR-{ calculates propor-
tional aggregate bandwidths that are allocated to neighboring
AR-ji. Then, the calculated values of proportional aggregate
bandwidths are included in IPv6 payload within HMIPv6 bind-
ing update message as shown in Fig. 15. Also, a new P-flag bit
within this message is set to 1. Then, this message is sent to the
MAP (3 in Fig. 14). When the MAP receives this message and
detects that the P-flag bit is set to 1, it discovers that this message
is not the HMIPv6 binding update message but the message that
contains QoS information (i.e., Rspec) for proportional aggre-
gate bandwidth of preliminary path. The MAP sends the Rspec
for proportional aggregate bandwidth to neighboring AR-j; and
AR-js (4 in Fig. 14). After that, the MAP sends an aggregate
PATH message to AR-j; and AR-js to request the allocation for
proportional aggregate bandwidth (5 in Fig. 14). As a response,
AR-71 and AR-7, each sends an aggregate RESV message to the
MAP based on the Rspec received from the MAP (6 in Fig. 14).
Through these procedures, the MAP reserves the preliminary
bandwidth with AR-j; and AR-j,. The MN sends a reserva-
tion through pre-reserved proportional aggregate resource. The
aggregate reservation based on Diffserv [24] is operated at the
path between the MAP and AR-j;. If an active MN existing in
AR-2 moves to AR-j;, PA-RSVP protocol carries out following
procedures. The class is changed from an actual reservation to
a preliminary reservation between the MAP and AR-:. The pro-
portional aggregate bandwidth is reduced between the MAP and
AR-j, since the MN no longer exists in AR-:.

C. Operation in Preliminary Reservation Path

The aggregate reservation allocated in advance between the
MAP and AR-j;/AR-j, operates with differentiated service
code point (DSCP) [25] of DiffServ on aggregate RSVP. The
classifier in Diffserv classifies the packets into different classes
in terms of DSCP of the packets. That is, the classification and
the scheduling are executed by DSCP within the message of
aggregate RSVP on the preliminary reservation (i.e., aggregate
reservation) paths between the MAP and AR-j;/AR-j5. So, the
packets on the aggregate reservation path between the aggregat-
ing MAP and de-aggregating AR-71/AR-j2 are processed using
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Table 3. Analysis parameters.

Item Definition
den Number of hops between CN and AR
dow Number of hops between gateway and AR
dra Number of hops between RA and AR
dMAP Number of hops between MAP and AR
f Number of flows in AR-4
m Number of ARs in MSPEC
k Number of neighboring ARs
RA Resource currently reserved for a flow
Rp Resource reserved in advance for a flow
BW, r-th bandwidth in descending order in AR
Neigh(i) Neighboring ARs for AR-4
P, Size of PATH message
R, Size of RESV message
Ty Soft state refresh period

DSCP of DiffServ. If there are changes in the number of MNs
in AR-i or the handoff rates to AR-j; or AR-js, the reserva-
tion bandwidths between the MAP and AR-j;/AR-j, are resized
with newly calculated proportional aggregation bandwidths. A
signaling flow in the preliminary reservation path between the
MAP and neighboring ARs is shown in Fig. 16. The first fig-
ure in Fig. 16 shows the case where no aggregate reservation
path exists. In this case, we consider that two aggregation reser-
vations with different DSCPs in the packet header are initiated.
Here, the soft state is updated between the MAP and neighbor-
ing ARs aggregately are carried out in n units’ resource. There-
fore, the signaling overhead can be reduced by this mechanism.
Here, the guaranteed service reservation is configured as DSCP
Class = z, and the control load service reservation is configured
as DSCP Class = y. The second figure in Fig. 16 shows the case
where needs to resize when pre-allocated aggregate reservation
bandwidth is changed. In this case, the MAP requests to resize
aggregate resource bandwidth in neighboring AR-j; and AR-j2
according to the newly calcujated value from AR-1.

D. Correlation between VIP and PA-RSVP

Upon handoffs, two protocols operate separately or together
depending on the region that they operate on. Within the VIP
zone, PA-RSVP and VIP allocation scheme operate together,
but in the non-VIP zones, PA-RSVP and HMIPv6 operate to-
gether. When an MN moves within the VIP zone, it detects a
change in the RSVP path by means of L2-source trigger of VIP
allocation scheme and establishes the preliminary reservations
between the MAP and the neighboring ARs using PA-RSVP. If
an MN moves within the non-VIP zones, it detects a chang€ in
RSVP path by HMIPv6 and makes preliminary reservations be-
tween the MAP and neighboring ARs using PA-RSVP.

E. Performance Evaluation

E.1 Cost Formulation

We use the mobility model that was adopted in Section III be-
cause advance resource reservation protocol transmits the RSVP
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signaling messages under IP mobility protocol. Hence, the aver-
age number that an MN moves out of a MAP domain, v and the
average of number that an MN moves within a MAP domain, ¢
each is expressed respectively as

_far 6_€Do

) > 1)
¢po

= 15
Iare (15)

where £ag and fpo is the side length of the AR (m) and the
MAP domain (m), respectively. We compare the performances
among PA-RSVP, MRSVP, and RSVP-RA with respect to the
costs of the resource reservation bandwidth for advance resource
reservation and the signaling overhead for the soft state refresh
messages on the paths reserved during intra-domain and inter-
domain handoffs. Route optimization is completed in each pro-
tocol. That is, the data packets from the CN are directly sent
to the MN without sending the HA. Also, three service types
(2 Mbps: 20%, 1 Mbps: 50%, 0.5 Mbps: 30%) are provided.
The parameters used in the evaluation are listed in Table 3.
First, the resource reservation bandwidths in each protocols
are expressed as follows.
o Resource reservation bandwidth for MRSVP:

RBwuRsve
— f{(dox +1)Ra + (dox -m - Rp)}(22 + fan _ 1),

(16)
The above equation represents the bandwidth for the active
reservation and passive reservations from MSPEC during intra-
domain and inter-domain handoffs.
e Resource reservation bandwidth for RSVP-RA:

RBRrsvp-RrA
= f{(don + 1)Ra + (dra - k- RP)N?Z_;) ~1)
+ f(don + 1)Ra(£22).

£po

a7

The first term represents the bandwidth for the reserved reserva-
tion and prepared reservation between RSVP agent and neigh-
boring ARs during intra-domain handoffs. The second term rep-
resents the bandwidth for the reserved reservation during inter-
domain handoffs.

o Resource reservation bandwidth for PA-RSVP:

RBpaA_nsvp
= {f(den + 1)Ra} (P2 - 1)

o 18
+ {dMAP(ijENeigh(i) ka)}(‘fﬁﬁl —1) (18)

+ f(dCN + 1)RA LR

£po’

The first and the second terms each represents the bandwidth for
the actual reservation and proportional aggregate reservations
between the MAP and neighboring ARs during intra-domain
handoffs. The third term represents bandwidth for the actual
reservation during inter-domain handoffs.

Second, the soft state refresh overheads for each protocols are
expressed as follows.
o Soft state refresh overhead for MRSVP:

SOMRsVP

= f(—jfsTt—Rs){(dCN + 1)+ m - don (P2 + £AB — 1),

19
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Fig. 17. Numerical results 1: Resource reservation bandwidth; (a) effect
of domain size, (b) effect of number of flows.

The above equation represents the soft state refresh overhead
during intra-domain and inter-domain handoffs.
o Soft state refresh overhead for RSVP-RA:

SORrsvP-PA

= FPEE ((don + 1) + k- dra}(22 - 1)

ZaR

(20)

(P8+R £
+ [ (don + 1)(FAR).
The first term represents the soft state refresh overhead in the
reserved reservation and prepared reservation between RSVP
agent and neighboring ARs during intra-domain handoffs. The
second term represents the soft state refresh overhead in the re-

served reservation during inter-domain handoffs.
o Soft state refresh overhead for PA-RSVP:

SOpa—_rsvp

= LBl f(don +1) + k- dwar}(22 - 1) (1)

+ B oy + 1)(faR).

The first term represents the soft state refresh overhead in the ac-
tual reservation and proportional aggregate reservation between
the MAP and neighboring ARs during intra-domain handoffs.
The second term represents the soft state refresh overhead in the
actual reservation during inter-domain handoffs.

E.2 Analytic Results

Fig. 17 shows the comparison results of consumed resource
reservation bandwidths of three protocols. The parameter val-
ues used in this analysis are m = 4, k = 4, f = 10, dgw (or
dra, duvap) = 3 hops, and don = 10 hops. A domain consists
of 16 ARs in this analysis. Fig. 17(a) shows that PA-RSVP con-
sumes much less bandwidth overhead than MRSVP and RSVP-
RA during advance resource reservation. Also, the differences
in the bandwidth overhead among three protocols become larger
as the domain size increases. Fig. 17(b) shows the bandwidth
overhead depending on the number of flows when the number of
cells in MSPEC are 2, 4, 6, and 8. In this figure, RSVP-RA con-
sumes less bandwidth overhead than MRSVP when the number
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Fig. 18. Numerical results 2: Soft state maintenance overhead; (a) effect
of refresh period, (b) effect of number of flows.

of cells in MSPEC are 4, 6, and 8, while MRSVP shows better
performance than RSVP-RA only when the number of cells in
MSPEC is 2. It is because the number of advance reservations
is also small in MRSVP when the number of cells in MSPEC
is small. But, PA-RSVP always consumes much less bandwidth
overhead than MRS VP and RSVP-RA when the number of cells
in MSPEC are 2, 4, 6, and 8. Thus, these results come from the
fact that whereas MRSVP and RSVP-RA reserve individually
resources for active MNs into neighboring ARs in advance, PA-
RSVP reserves aggregately resources in advance for active MNs
with expected movement using proportional aggregation.

Figs. 18(a) and 18(b) each shows the result depending on the
soft state refresh period and number of MN flows, respectively.
The default values of the parameters used in this analysis are
PAT Hg1zr, = 64 kbytes, RESV51zx = 64 kbytes, k = 4 ARs,
f = 10 flows, and Ty = 30 sec. Fig. 18(a) shows that the
signaling overhead caused in PA-RSVP protocol is much less
than that of MRSVP and RSVP-RA protocols with respect to
the refresh period. Also, we can see that Fig. 18(b) show similar
results as in Fig. 17(b), and can observe that overhead caused by
the soft state refreshes in PA-RSVP protocol is less than that of
MRSVP and RSVP-RA protocols. These results come from the
fact that whereas MRSVP and RSVP-RA individually manages
soft states of all MNs, PA-RSVP aggregately manages soft states
of MNs in n units’ resource.

E.3 Simulation Environments

We evaluate the performance of PA-RSVP by simulation
study to show the mobility impacts on the amount of reserved
bandwidth and soft state maintenance. We used the ns-2.26
RSVP simulator [26]. We also compared the performance of

PA-RSVP with MRSVP and RSVP-RA. In RSVP-RA, resource

reservations are made for the CN to the current location of the
MNss and from an RSVP agent to neighboring cells for each MN,
while in MRS VP, resource reservations are made from the CN to
all locations where the MNs are expected to visit during the life-
time of the connection. In PA-RSVP, resource reservations are
made for the CN to the current location of the MNs and from an
MAP to neighboring cells through the proportional aggregate.
We use the same simulation topology that was implemented in
Section III. A source agent is attached to the CN and the sink
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agents are attached to the MNs. The total simulation time is 500
simulation time units (sec). There are 5 MNs in each cell and
the movement of the MNs is generated randomly. That is, each
MN moves to its destinations, stays there for 30 simulation time
units and then moves again. When the simulation starts, the CN
sends up to one best-effort flow per the MN. These flows are
exponential on/off (Expoo) flows. This means that the packets
are sent where the burst and idle times are chosen from expo-
nential distributions (with an average of 1 sec and 0.5 sec for the
burst time and the idle time, respectively). The packet sizes for
best effort flow are constant during the lifetime of a flow, but the
sizes of each flow are chosen form an exponential distribution
with the average 2500 bytes. The peak rate of these flows is 1
Mbps. Also, the CN sends up to 2 RSVP flows per MN. In ad-
dition, 10 RSVP flows are generated per cell because there are
5 active MNs per cell. The Rspec is applied between times of
100-200 sec and 300400 sec, and it is assigned with the fol-
lowing ratio: 20% of flows (2 out of 10 flows) - 0.5 Mbps, 50%
of flows (5 out of 10 flows) - 1 Mbps, and 30% of flows (3 out
of 10 flows) - 2 Mbps. The rate for the flow is measured by a
simple monitor object at the MN.

E.4 Simulation Results

Fig. 19 each shows the changes in resource reservation band-
widths depending on the domain sizes, the number of flows
and the number of hops. Here, the resource reservation band-
width in Fig. 19 shows the resources used up by each proto-
col when the Rspecs of each RSVP flows are pre-provisioned.
First, Figs. 19(a) and 19(b) each shows that PA-RSVP consumes
less bandwidth overhead than MRSVP and RSVP-RA as the
domain size and the number of flows increases. This simula-
tion results follow the similar trend shown in Fig. 17. Therefore,
the proposed PA-RSVP protocol not only reduces the number of
messages by aggregating signaling information, but also reduces
the network resources by allocating pre-provisioning resources
in aggregates by the statistical evaluation for the MN’s hand-
off rates. Of the two benefits, reducing the pre-provisioning
resources, by tracking handoff rates to neighboring ARs, is of
more importance. Second, Figs. 19(c) and 19(d) each shows
changes in the resource reservation bandwidths depending on
the number of hops (i.e., dagw, dra, and dyap) between the
gateway (or RA, MAP) and the AR, and the number of hops
(i.e., don) between the CN and the AR. Fig. 19(c) shows that
MRSVP is much less sensitive to changes in the number of hops
between the gateway and the AR. But, RSVP-RA is more sensi-
tive to changes in the number of hops between the RSVP agent
and the AR than other protocols. On the other hand, compared
with RSVP-RA, PA-RSVP is less sensitive to changes in the
number of hops in access networks. Also, we can observe from
Fig. 19(d) that MRSVP is much more sensitive to changes in
number of hops between the CN and the MN than RSVP-RA
and PA-RSVP. In conclusion, the proposed PA-RSVP is more
stable to changes in the number of hops in the access networks
and the Internet backbone than MRSVP and RSVP-RA.

Fig. 20 shows the simulation results of the cost of the soft
state maintenance among three protocols. In the Figs. 20(a) and
20(b), we can observe that the cost caused by soft state main-
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tenance in PA-RSVP is less than MRSVP and RSVP-RA as the
domain size and the number of flows increase. Also, Fig. 20(c)
plots the soft state refresh overhead versus the refresh period
for three protocols. The simulation result shows that the soft
state refresh overhead in PA-RSVP is less than that in MRSVP
and RSVP-RA. This simulation results follow the similar trend
shown in Fig. 18.

Fig. 21 shows the simulation results for the average data rate
using the MRSVP, RSVP-RA, and PA-RSVP over simulation
time. Fig. 21 shows the average data rate with reservations
in a chosen MN with 1 Mbps RSVP flow. This simulation re-
sults show that PA-RSVP, MRS VP, and RSVP-RA are stable at
1 Mbps at the reservation times (from 100-200 sec, 300400
sec), respectively. This phenomenon shows that, although PA-
RSVP allocates proportional aggregate resource to neighboring
ARs, it can still provide a high QoS guarantees for the service
quality of the MN as MRSVP and RSVP do. On the other hand,
we observe that the average data rate is obviously decreased at
the moment a handoff takes place (at 148, 285, and 463 time
units with MRSVP, at 106, 159, and 305 time units with RSVP-
RA, at 78, 141, and 442 time units with PA-RSVP).

V. CONCLUSION

In this paper, we considered mobility issues that should
be concerned in 4G wireless networks and proposed the effi-
cient IP mobility management and QoS provisioning, virtual-IP
(VIP) allocation scheme and proportional aggregate RSVP (PA-
RSVP). First, we showed that VIP allocation scheme in area
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with a large rate of handoff has less wireless signaling overhead
due to IP mobility than HMIPv6. Second, we also showed that
PA-RSVP can minimize the resource reservation bandwidth and
the signaling overhead while providing QoS guarantees over ex-
isting advance reservation protocols. As VIP allocation scheme
and PA-RSVP are deployed to reduce the resource in the IP-
based cellular networks, we expect that mobile users will be
offered with more reliable service. In our future work, we will
consider QoS guarantees considering such as time-varying wire-
less channel condition by selecting the wireless channel and the
scheduling algorithm.
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