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Abstract

This paper considers the test of money and income causality. Jeong 
(1991, 2003) developed a nonparametric causality test based on the kernel 
estimation method. We apply the nonparametric test to USA data of 
money and income. We also compare the test results with ones of the 
conventional parametric test.
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1. Introduction

Whether movements in money help predict movements in income is an  

important question to the formulation of monetary policy.  Accordingly, the 

response pattern of income to money has been the object of much research 

attention in empirical macroeconomics.3) 

Since Sims' (1972, 1980) works, empirical investigations into this relation have 

been done in the context of "Granger Causality" in either a bivariate or 

multivariate framework.4) In bivariate framework, the approach employed in 

virtually all of these studies is to assume a linear model, to regress the current 

income on past incomes and past money supplies, and to test the null hypothesis 

that the coefficients on past money supplies are all zero. However, this approach 

is highly likely to miss any nonlinear relationships between money and income. 

Jeong(1991, 2003) proposed a nonparametric causality test which does not require  
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parametric specification of the regression functions.  The test uses nonparametric 

kernel method to estimate the time series regression functions.  Jeong(1991, 2003) 

derived asymptotic normal distribution for the test statistic under the condition of 

strong-mixing.

In this paper, we apply Jeong's nonparametric causality test to USA data of 

money and income. For purpose of comparison, we perform the conventional 

parametric causality test. The obtained result will be compared with the result of 

nonparametric causality test.

In the next section, we provide parametric test results.  In section 3, we briefly 

describe Jeong's nonparametric causality test and provide the nonparametric test 

results.  Section 4 contains conclusion.

2. Parametric Causality Test

In this section, we perform the conventional parametric causality test. The 

obtained result will be compared with the result of nonparametric causality test 

given later.  In the context of  a bivariate framework, the Granger-causality in 

mean is defined as follows:

   (i) M  does not causeY  in mean with respect toUt-1  if 

      E (y t |Ut-1 ) = E (y t |Ut-1-Mt-1 )  and                    (1)

   (ii) M  is a prima facie cause in mean ofY  with respect toUt-1  if 

      E (y t |Ut-1 ) ≠ E (y t |Ut-1-Mt-1 ),                       (2)

where M  and Y  are time series of money and income, Mt  is M 's entire 

histories up to and including time t with Mt= {mt- s, s≥0}  and Ut  is an 

information set available at time t.

The conventional approach to testing Granger-causality is to replace the 

conditional expectations in the definition of causality with linear least-square 

projections. We take the work of Stock and Watson (1989) as a representative 

example on this line and replicate their results with extended sample (the sample 

period used in Stock and Watson (1989) being 1959.1 - 1985.12).

The data consist of monthly observations on the log of seasonally adjusted 

nominal M1 (m) and the log of seasonally adjusted industrial production total 

index (y), obtained from the Citibase's data base. The name of each series in the 

data base is FM1 and IP, respectively. Units are billions of dollars for the M1 and 

the year of 1977 = 100 for the industrial production index. Sample period covers 

from January 1959 to September 1989, resulting in a sample size of 369.

Since the asymptotic distributions of the conventional parametric causality tests 
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are sensitive to unit roots and time trends in the series (Sims, Stock and Watson 

,1990), we first characterize the time trend and unit root properties of the data. 

Table 1 displays the results. The first column shows the results of testing a 

single unit root when there might be a quadratic time trend; i.e., for x = y, m, the 

hypotheses to be tested are

<Table 1>  Tests for integration, cointegration and time trends

(A)  univariate tests

unit root tests

series   q τ2f [x]   q τf[Δx] ADFτ τ̂[ Δx ]  q τf [x]    ADFτ τ̂[ x ] 

y    -16.04          -154.44(*)     -5.83(*)        -9.92       -2.42

m    -20.13      -181.94(*)     -5.91(*)        -4.53      -2.95

(B)  univariate tests

                        t-statistics for a regression of Δx   on

series      time  constant

y      -0.78      3.24(*)

m      -2.54(*)     4.43(*)

(C)  cointegration test

system ADFτ τ̂[ x ]

m,y    -2.25

  

※ Note: All statistics are based on regressions with six lags. q τ2f [x]  denotes the Stock 

and Watson (1989) q τ2f (1,0)-statistic computed using the level of each variable; q
τ
f [Δx]  

denotes the Stock and Watson (1988) q τf(1,0)-statistic computed using the first difference of 

each variable; ADFτ τ̂[ Δx ] denotes the Dickey-Fuller t-statistic computed using the first 

q
τ
f[x]  and τ τ̂[ x ]. Critical values for the τ τ̂-statistic are from Fuller (1976, p.373); for the

q τ2f (1,0)-statistic from Stock and Watson (1989). (*) denotes being significant at the 1% 

level.

H 0:   φ(L)(1-L)(x t-a 0-a 1 t-a 2t
2)= ε t                        (3)

H 1:   φ(L)(1-ρL)(x t-a 0-a 1 t-a 2t
2)= ε t  , ∣ρ∣<1  

where L is the backshift operator, ε t  is a series of zero mean, finite variance iid 

random shocks, and φ(L)=1-φ 1L-..-φ pL
p. The employed test is the 

Stock-Watson(1989) q τ 2f -test. In no case is there significant evidence against the 

unit root hypothesis. The next two columns present the results of Stock-Watson (
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1988)'s q τf-test and Augmented Dickey-Fuller test for a second unit root, i.e., for 

a unit root in the first difference of the series, allowing for the alternative that the 

series is stationary in first differences around a linear time trend: For x = y, m,

H 0:   φ(L)(1-L)(Δx t-a 0-a 1 t ) = ε t                        (4)

H 1:   φ(L)(1-ρL)(Δx t-a 0-a 1 t ) = ε t  , ∣ρ∣<1

These tests suggest that no series contains two unit roots.

The distribution of the test statistics under the null hypothesis depends on the 

specification of the deterministic part.  To ascertain the order of the deterministic 

components in the specification, the first difference of each series was regressed 

against a constant, time and six of its own lags (the latter to obtain correct 

standard errors); For x = y, m,

Δx t= a 0+ a 1 t+ a 2 Δx t-1+…+a 7Δx t-6+ε t                (5)

The t-statistics on the time trend are reported in the first column of panel B of 

Table 1.  Money growth ( Δm) turns out to have a significant deterministic trend.  

Performing the same test without a time trend (column 2) indicates that output 

has a significant drift.

Since output growth ( Δy) does not appear to exhibit deterministic time trend, 

the fourth and the fifth columns of panel A of Table 1 report tests for a single 

unit root, allowing for the alternative that the process is stationary around a linear 

time trend : For x = y, m, 

H 0: Φ(L)(1-L) ( x t- a 0- a 1 t ) = ε t                      (6)

H 1 : Φ(L)(1-ρL)( x t- a 0- a 1 t ) = ε t, |ρ | < 1.

Again, all tests give the expected results: The null of a unit root is not 

rejected.  It is concluded that, over the 1959. 1 ∼ 1989. 9 sample, y is well 

described as process having a single unit root with drift; m has a single unit root 

with quadratic time trend.

It is well known that a bivariate co-integrated system must have a causal 

ordering in at least one direction and, without the cointegration being explicitly 

considered, the model will be misspecified (Engle and Granger, 1987; Granger, 

1988).  Panel C of Table 1 reports the result of test for the cointegration between 

money and income.

The test procedure followed Engle and Granger(1987), with the Augmented 

Dikey-Fuller test used.  However, the test fails to reject the null of 

non-cointegration.
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In sum, the foregoing discussion suggests the following specification:

Δy t= a 0+ Δη t                                (7)

Δm t= b 0+ b 1 t+ Δμ t

where Δ η t  and Δ μ t  are mean zero stationary processes.

To perform the conventional parametric test for Granger-causality, consider the 

following Δ y t  equation in a bivariate VAR(p) of Δ μ t  and Δ y t  : 

Δy t= α 0+ α m (L) Δμ t+ α y (L) Δy t+ ε t  .            (8)

The null hypothesis to be tested is that the deviation of money growth from a 

linear time trend ( Δμ) does not Granger-cause growth in the industrial production 

index( Δy); i.e., α m (L)  = 0 in equation (8).  Since Δ y t  and Δ μ t  do not contain 

unit roots, the usual procedure of F-test is valid and is reported in Table 2. As in 

Stock and Watson(1989), all regressions were based on regression with 6 lags of 

each variables.  Interestingly, the test does not reject the null of non-causality. 

This result does contradict with Stock and Watson's(1989) finding that robust to 

changes in the sample period, the derivation of money growth from a linear time 

trend Granger-causes growth in the industrial production index.  This suggests 

that it may be worth replicating their other results with the extended sample size.  

However, it is not a major concern in this study, thus we do not pursue the topic 

further.

<Table 2>  Parametric causality test

specification SSE    F(6,349)-statistic

Δy t=α0+α y (L)Δy t+ε t

Δy t=α0+αm (L)Δmt+α y (L)Δy t+ε t

0.0258

0.0251   1.6222

※ All regressions are based on regression with 6 lags of each variable.  SSE denotes sum 

of squared errors.

3. Nonparametric Causality Test

We now perform Jeong(1991, 2003)'s nonparametric causality test.  We note that 

if we assume Ut-1= Yt-1∪ Mt-1= {y t-1,.., y t- p,mt-1, ..,mt- q }  then, 

from the definitions (1) and (2), the hypotheses of causality test are specified as
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Ho : E (y t | y t-1,., y t- p,mt-1,. ,mt- q ) = E (y t | y t-1,.., y t- k )         (9)

H 1 : E (y t | y t-1,.., y t- p,mt-1, ..,mt- q ) /= E (y t | y t-1,.., y t- k ).    (10)

Thus, L 2 - measure comparison of nonparametric estimators of two conditional 

expectations in equation (9) can be one way to test (9) against (10). For 

notational simplicity, we define 

z t≡ ( y t-1,.., y t- p,mt-1, ..,mt- q ), (11)

x t≡ ( y t-1,.., y t- p )  (12)

k ≡ p+q . (13)

          vTt ≡ {y t+T/2- E (y t+T/2 | z t+T/2 - 1 ) }
2 1 { f (z t+T/2 - 1 ) > bT }

- {y t- E (y t | z t ) }
2 1 { f (z t ) > bT }  and    (14)

σ 2 ≡ lim
T→∞

Var { (T /2 ) -1 /2 ∑
T/2

t=1
v t } . (15)

Jeong(1991, 2003)'s nonparametric test is based on the following statistic;

       Mc̃ = T-1∑ wt⋅(y t- Ê (y t | x t ) )
2
⋅1 ( f̂ (z t ) > bT )

- T-1∑ ( 1 - wt )⋅(y t- Ê (y t | z t ) )
2
⋅1 ( f̂ (z t ) > bT ),     (14)

where Ê (y t | ⋅ )  denotes the common Nadaraya-Watson kernel estimator defined 

as

Ê (y t | z t ) =

T-1 ∑
T

s=1
h- kT K (

z t- z s
hT ) y s

T-1 ∑
T

s=1
h- kT K (

z t- z s
hT )

                (15)

the function K(⋅)  is a weighting function that is called as kernel, hT  is a 

smoothing parameter that depends on the sample size T, f̂ (z )  is a nonparametric 

kernel estimator of the marginal density function of z, bT  is trimming bound 

converging to zero at some rate, wt = 0  if the t
th
 observation belongs to one 

half of the sample and wt = 1  otherwise.  Comments for the statistic Mc̃  in 

(15) is as follows; note that nonparametric kernel estimators in equation (14) are 

computed using the whole sample, though each sample variance is computed using 

a half of the sample; in computing sample variances, observations with smaller 
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value of f̂ (z )  than bT  are trimmed out to prevent erratic behavior of M c̃ .

Jeong(1991, 2003) showed the following asymptotic results hold for the statistic 

Mc̃;

(2 T ) 1/2 σ - 1 M̃ c → N (0 , 1 )  in distribution and (16)

s 2Tl → σ 2  in probabiltity (17)

where s2Tl ≡ (T/2 )
-1
∑
T/2

t=1
v̂ 2Tt+ 2 ∑

l

s=1
ω ( sl )⋅(T /2 )

-1
∑
T/2

t= s+1
v̂ Tt v̂ Tt- s ,

v̂ Tt ≡ {y t+T/2- Ê (y t+T/2 | z t+T/2 - 1 ) }
2
⋅1 { f̂ (z t+T/2 - 1 ) > bT }

    - {y t- Ê (y t | z t-1 ) }
2
⋅1 { f̂ (z t-1 ) > bT },

ω (⋅)  is a real-valued kernel and l ≤ T/2  is a lag truncation parameter; the 

sample autocovariance functions (T /2 )-1 ∑
T/2

t= s+1
v̂ Tt v̂ Tt- s  receive weight ω (⋅)  

for lags of order s ≤ l , but zero weight for s > l .  The motivation for this 

estimator is that for a stationary random sequence the long-run variance σ 2  

equals 2 π  times the spectral density evaluated at zero and the estimators s
2
Tl
 is 

the value at frequency zero of 2 π  times an estimator for the spectral density of 

v Tt , where the kernel weights are used to smooth the sample autocovariance 

functions (Hansen, 1982; Newey and West, 1987).

In practice, one should choose the lag structure of the information set U t , 

kernel functions K 0
 and K 1

, bandwidth parameters h 0T  and h 1T, trimming 

bound b T, sample splitting scheme w t
 and the lag order l. To compare with 

result from the conventional test, we assume that the information setUt  contains 

the 6 lagged variables of each Δμ  and Δy:

Ut  = { Δy t-1, …, Δy t-6, Δm t
, …, Δm t-5

}, (18)

thus implying that z t  = ( Δy t-1,……, Δy t-6, Δm t
, ……, Δm t-5

) and 

x t  = ( Δy t-1,……, Δy t-6).  

Among standard positive kernel functions, I chose the standard normal density 

function for both K 0  and K 1:

K(u)=
1
2π
exp (- u

2

2 ). (19)
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For the bandwidth parameters, h 0T=0.0044  and h 1T=0.0039  are chosen for 

estimating E(y∣x)  and E(y∣z)  respectively. These choices are the 

cross-validation estimates of the bandwidth parameters for estimating the 

conditional means. In this study, two observations at each boundary of the density 

estimate f̂ (z)  are trimmed, implying about 1% trimming.

As a sample splitting scheme, the first half observations are used to compute 

the alternative part of the test statistic and the last half are used for the null 

part. The several values are considered for lag order l; 1, 13, 15 and 24. These 

numbers are selected on the basis of ACF of v̂ Tt.

The results of computing test statistic (2 T ) 1/2 sTl
-1 M̃ c

 are given in Table 3. 

Like the result of the parametric causality test, the nonparametric test does not 

reject the null of non-causality. Thus, we tentatively accept the conclusion that 

over the sample period 1959.1-1989.9, the deviation of money growth from a linear 

time trend does not Granger-cause growth in the industrial production, either 

linearly or nonlinearly.

<Table 3>  Nonparametric causality test

test

statistic

lag orders ( l  ) 

 1         13 15          24

(2 T ) 1/2 sTl
-1 M̃ c

1.21       1.18        1.18         1.19   

     

4.  Conclusion

In this paper, we applied Jeong(1991,2003)'s nonparametric causality test to USA 

data of money and income. For purpose of comparison, we performed the 

conventional parametric causality test. The null hypothesis that the deviation of 

money growth from a linear time trend does not Granger-cause growth in 

industrial production was not rejected. The same result was obtained from 

conventional parametric causality test which was performed for the purpose of 

comparison. However, before reasonable conclusions can be reached, further 

analysis must be done regarding practical implementation of the nonparametric 

test.  Thus, if any, contribution of this paper would be to suggest an example of 

application for the nonparametric test, in which the process to compute of the 

nonparametric test statistic is shown.

In particular, small sample properties of the proposed tests were not investigated 

via simulation study. Thus, the performance of the tests in small samples is not 

yet known. In addition, the issues of how to choose the lag structure of the 
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information set Ut, the bandwidth and trimming parameters, and sample-splitting 

scheme in practice need be studied further. We leave these kinds of issues to 

further research.
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