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An Implementation of the Multimedia Dynamic
Authoring System based on Causality Model
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Abstract

In this paper, we implement the multimedia dynamic authoring system based on causality model. we define two specifications
which support user o specify infuifively and naturally what he/she wanfs. The temporal specification describes causal-based
femporal relationships between presentation objects, and the spatial specification describes relative layout siructure among objects
on the screen. Using the specifications, the system processes for mulfimedia documentation are one-dimensional string list,

relational frees, such as femporal, spatial, and annotated composition free generation phases.
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1. Introduction

Many presentations and authoring systems were
developed for users or artists in various fields. The
common problems of the authoring systems for
users are how to author as easily as possible for a
presentation scenario. Three major problems face
users trying to create multimedia documents [2].

The first problem is authoring easy during docu-
ment creation and maintenance [1,12-14]. Most sys-
tems allow users to cut and paste presentation ob-
jects or actions via button click and drawing.
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Authoring system should be able to satisfy these re-
lationships automatically by positioning the media
on time and space domain, inserting delays, or per-
forming alternative actions. In addition, users should
be able to change a multimedia document as easily
as possible.

The second problem is flexibility of media object
synchronization [3,5,11]. The FLIPS [11] model sup-
ports the specification of flexible presentations.
Barriers and enablers of the FLIPS specify the
coarse-grain synchronization among the set of media
objects and events. A multimedia document should
be able to causally represent the temporal and spa-
tial relationships and include asynchronous in-
formation, such as user interaction (skip, stop, re-
start, fast, etc). So, although users may modify the
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media duration during presentation, the system
should be able to not change the temporal relation-
ships between media objects.

The third problem is to provide unknown and
variable duration of media objects [5,10]. Existing
temporal models for multimedia can be divided into
two classes: point-based and interval-based [13]. In
point-based models, the elementary units are points
in a time space. The model is well suited for tem-
poral composition of media segments of known du-
rations, however it falls short for unknown
durations. Interval-based models consider elementary
media entities as time intervals ordered according to
some telations. Existing models are mainly based on
the relations defined by Allen [9] for expressing the
knowledge about time. However, the relations were
designed to express exiting relationships between in-
tervals of fixed duration and not for specifying rela-
tionships that must be always satisfied even when
interval durations and changed [10]. With the in-
corporation of variable media, there will not always
be a single fixed presentation. Users can jump to
different points within the presentation, affecting the
duration of some objects but ‘not others that are dis-
played at the same time.

To address these problemswe have implemented a
multimedia document system called the Presentation
Jockey(PJ). Our aim is to enable users to create
flexible multimedia documents more easily. Presenta-
tion Jockey can be characterized by the following

properties.

* Our system is able to provide flexible synchro-
nization using the causal relationship among
the media objects.

»Our system proposes internal representation
such as tree structure, that it uses structured
parsing method.

* Our system is able to provide to author easy
during multimedia document creation and main-
tenance using the temporal and spatial
specifications.

The organization of the paper is as follows.
Section 2 defines the causality and system model,
temporal/spatial specifications, user interactions. In
section 3, we describe the structure of PJ system
and parsing mechanism, ie. there are one-dimen-
sional string list, consistency check, temporal/spatial
tree, annotated composition tree, and schedulers.
Section 4 summarizes the results and discusses
some of the contributions of the paper.

2. Dynamic Authoring Model

2.1 Causality

Many Multimedia data have causal dependency
between objects that represents temporal coincidence.
Figure 1 represents two synchronization point of an
object. The start point means the presentation start
of the object, and the stop point means the pre-
sentation stop.

Start Point Stop Point

{Figure 1) Two Synchronization Point

Figure 2 describes the causal relations between
two objects. For the synchronization point, one ob-
ject(A) is cause object, and the other object(B) is
effect object. “a” means that the starting of an ob-

68

2004. 12.



olutd mHof Zjutet HElo|flo] SH MEAIAH 7H

a X

{Figure 2) Causal Relation between objects

ject A causes the starting of an object B. "b”
means that the stopping of an object A causes the
stopping of an object B. “c” means that the starting
of an object A causes the stopping of an object B.
“d“means that the stopping of an object A causes
the starting of an object B.

2.2 System Design

Figure 3 represents the PJ system model for mul-
timedia documentation. The figure involves three
layers ie. editing, representation, and presentation
layer. The role and function of the layers are as
follows.

Editing Layer

Representation Layer

Presentation Layer

{Figure 3) System Design Model

« Editing Layer : This layer represents the role
of user interface, which allow user to specify
intuitively and naturally what he/she wants,
verify the consistency of scenarios, provide the
preview of the authoring.

» Representation Layer : This layer represents the
internal mechanism and structure of the internal
representation that made by binary tree
structure.

o Presentation Layer : This layer represents the
scheduler that has scheduling algorithm that is
determined the starting time of a media object
using the internal data structures.

2.3 Temporal Specifications

Many existing models for temporal relationships
of multimedia objects are based on the Allen rela-
tion’s [9]. However, the relations were designed to
express exiting relationships between intervals of
fixed duration and not for specifying relationships
that must be always satisfied even when interval
durations are changed. And the relations are de-
scriptive, so that they depend on known interval du-
ration [10]. We define a set of causal-based tempo-
ral relationships between object intervals.

There are four possible relations with a single
action involving A and B, including delay time t.
In addition we can consider two relations with
equality of interval duration. The distinction between
the two relations is important, because any of the

3!

seq par seq_end
L]
(=] [5]

equal dequal

par_end

{Figure 4) Causal-based Temporal Relations
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(Table 1) The Syntax and Semantics of the
Temporal Relations

(Table 3) The Properties between Allen Rela-
tion’s and Causal-based Relation

A par_end(delay) B interval B after t delay time

the beginning of interval A

A equal B starts interval B and the end of
interval A stops interval B
the beginning of interval A
A dequal B starts interval B and the end of

interval B stops interval A

intervals may be of unknown duration.

The causal-based temporal relationships are de-
fined as Figure 4. And the syntax and semantics of
the temporal relations is defined as Table 1.

Using the causal-based temporal relationships, we
are able to define the processing of event handling

(Table 2) The Processing of Event Handling

Temporal Relation Synchronization

the stop(cause) event of interval A

-> the start(effect) event of interval
Bthe end of interval A starts
interval B after t delay time

the start(cause) event of interval A

-> the start(effect) event of interval
Bthe beginning of interval A
starts interval B after t delay
time

the start{cause) event of interval A

-> the stopl(effect) event of interval
Bthe beginning of interval A
stops interval B after t delay
time

the stop(cause) event of inferval A

-> the stop(effect) event of interval
B the end of interval A stops
interval B after t delay time

A seqg(delay) B

A par(delay) B

A seq_end(delay) B

A par_end(delay) B

Syntax Semantics Allen Relation’s Causal-based Relation

the end of interval A starts before t

A seq(delay) B ’;‘:W Z]e B e i ey tﬁm; A — :ﬁ 0))

A paridelay) B | starts imterval’ B afer £ delay start par(0)
time overlap par(t)
the beginning of inferval A during par_end(t)

A seq_end(delay) B ts;}c;zs interval B after t delay finish par_end(0)
the end of interval A stops equal equal, dequal

for our system synchronization. Table 2 represents
the processing of synchronization between objects
based on causal relation.

Table 3 represents relation properties between
Allen relationship and our causal-based relation

2.4 Spatial Specifications

We have described how to capture the relative
ordering of a set of multimedia objects in the time
domain. The same argument works in the space
domain, The spatial relationships among a set of
objects are described inthe space domain. Most of
the authoring systems allow users to specify spatial
information of presentation objects directly on the
screen via interactive drag and drop tools. Our sys-
tem defines three spatial relations among media
objects. So users can create a document draft using

the spatial relations. After creating, users are able to

A I
E M A
T = e
connect contain overlap

{Figure 5) Spatial Relations
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(Table 4) The Syntax and Semantics of the
Spatial Relations

Syntax Semantics

the right bottommost point of
object A connects the left top-most
point of object B with x, y distant
(xy20).

four borders of object A contain
A containfew,sn) B | border of object B with ew, sn
size. (ew,sn>0).

A connect(x,y) B

the space of object A overlaps
space of object B with xy size.
(xy>0).

A overlap(xy) B

change a part of the layout, instead of re-position-
ing most of the objects on the screen. Similar to
temporal specifications, spatial relations are defined
as Figure 5.

The syntax and semantics of the spatial relations
is defined as Table 4.

2.5 User Interactions

Generally, the schedulers of a multimedia author-
ing system manage both the external and the in-
ternal event. The types of the internal events are
start, stop, and display, and it is more related to
temporal-spatial synchronization. For example, the
display event causes to access spatial information
for layout on the screen and the stop event causes
to delete the spatial information. The external event
will be occurred by user interaction, such as skip,
freeze, extend, fast, and restart.

Our system is able to provide three types of user
freezing/restarting,  forward/backward
skipping, and extension. The form of user inter-

interactions,

action is the use of onwscreen button or keyboard
selection. For example, if user selects the freeze
event (by button), the display of all object stops,
and then the system wait for restart event. If user

(o)

display
restart

freeze

(Figure B) State Transition Diagram for Objects

selects the skip (or fast) event, the display of the
object skips (repeat skips). If user selects the extend
event, the display of the object extends. The pre-
sentation window in the PJ system provides several
buttons for user interaction. Users can reduce (or
extend) the presentation time, using interaction but-
tons without knowing the details of the scenario
format. As the events become enabled, the state of
an object changes in Figure 6. And the schedulers
of the PJ manage the state transition according to
several events.

The states of media object are wait, ready, run-
ning, and complete. The states are defined as

follows.

» wait : when the object has not yet begun.

« ready : when the object has delayed for running.
« running : when it is being displayed.

« complete : when it has ended.

3. Presentation Jockey

The system provides users friendly graphical user
interface to create and modify presentation scenarios.
The user interface provides icons that represent me-
dia objects, temporal and spatial relationships based
on system design modet [6,8].
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Visual Interface

I
Internal Representation

Document Layout and
Consistency Check

Spatial/Temporal Tree
Annotated Composition Tree

- o » C

}

| 1
Scheduler Multimedia Document

Preview
{Figure 7) The Structure of the PJ

Our systern consists of three components: visual
interface, internal representation, and scheduler.
Figure 7 shows the structure of the PJ. Users can
create a presentation scenario and define object at-
tributes using parameter windows that they are con-
sisted of not only temporal, but also spatial
specifications. A scenario created using icons is
translated into one-dimensional string lists by scan-
ning process. After consistency check process,
one-dimensional string lists is translated into the
temporal/spatial tree. In the translation process, the
temporal/spatial tree is translated into the annotated
composition tree by adding semantic actions.
Finally, the scheduler decides the start time of the
objects using the annotated composition tree and al-
so manages the statess of the objects on
presentation.

3.1 Internal Representation

A scenario created using icons is easily translated
into one-dimensional string lists by the scanning
algorithm. Input to the algorithm is a scenario on
screen and output from the phase is one-dimensional

string lists. After the scanning phase, the PJ system
processes document layout and consistency algorithm
for the string lists that represent the temporal and
spatial relationships between objects. The con-
sistency algorithm can detect on some contradictory
that have the temporal inconsistency between
objects. After the consistency process, the tempo-
ral/spatial tree is translated from the nested ex-
pression of the temporal/ spatial linked list. Finally,
the system produces the annotated composition tree
that includes a set of presentation objects, and. se-
mantic attributes for the presentation [4,7].

1) one-dimensional string list

Input to the scanner is a set of media objects as
well as temporal/spatial relations that hold between
them. The input data can be thought as a graph
with primitive objects that has nodes and relations.

Figure 8 represents the form of the input data to
the scanner.

By Depth First Search algorithm, a scanner trans-
lates the graph into one-dimensional string list.

*Scanning algorithm

1. START icon is visited.

2. Search minimum media ID that has not
visited. If ID is selected, express list with pre-
fix nested expression. If not, translation proc-
ess is ended.

3. Search a media ID that has temporal/spatial
relation of the selected media. If ID is se-
lected, express list with prefix nested

expression. If not, go to 2.

In this example, figure 8 indicates that the tree
is translated into nested expression of the pre-

sentation sequence, such as
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(Figure 8> The Example of Temporal Scenarios

START par (Logo seq (Intro par (Intro_aud seq
(AUTool par (AuTool_aud seq (PJ_vid par (PJ_aud
seq (Report par Report_aud))))))))

2) Document Layout and Consistency Check

Input to the phase is one-dimensional string
lists. The phase processes consistency algorithm for
the string lists that represent the temporal relations
between object icons. The consistency algorithm can
detect on some contradictory that have the temporal
inconsistency between media objects. The con-
sistency check algorithm is mainly searched for a
derived temporal relationship among media objects.
Naturally, the causal temporal relations have deriva-
tion temporal relational triangulation table. The con-
sistency check algorithm is defined as follows.

« Consistency check algorithm

1. Read the one-dimensional string list.

2. If the visited icon is a media icon, search the
derived relation in the relational triangulation
tablebetween the media object and dependent

media that has temporal relation of the media,
3. If agree, go to 1.
4. If not, output consistency error message.

(Table b) The causal derived relational triangu-

lation table
Znd s P . SE PE
1st
s S S S,PE : S,PE
P P P P,SE P,SE
SE . P P.SE . SE P,SE
PE S S.PE PE | S.PE

(S seq, P par, SE seq_end, PEpar end)

3) Temporal/Spatial Tree

The parser’s goal is to build a temporal/spatial
tree that covers the input such as one-dimensional
string list. The temporal tree consists of terminal
node, non-terminal node that includes temporal
relations. A node in the tree is the leaf or terminal
node. Each node has attributes that indicate node
type, such as terminal and non-terminal, media type,
text, image, video, audio, and anchor, the translation
information for semantic translation, and a pointer
that indicates the location of the data for
presentation. The other node of tree is the non-ter-
minal that has a slightly different structure.
Attributes for this node include node type, the rela-
tional information for time and layout structure, left
and right child pointers. The temporal tree gen-
eration algorithm is defined as follows.

« Temporal Tree Generation algorithm

1. Read the refined one-dimensional string list.
2. If the visited icon is a media, assign the me-
dia icon to left terminal node and assign the
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(Figure 9> The Example of Temporal Tree

other media dependent on the media to right
child node.

3. If the visitedicon is a temporal/spatial rela-
tional icon, assign the icon to nonterminal pa-
rent node

4. If all of media icon is visited, this process is
end.

In this example, figure 9 represents the form of
the temporal graph that has translated.

4) Annotated Composition Tree

For spatial-temporal synchronization, our system
translates the temporal tree into the annotated com-
position tree (ACT). ACT is executable graph that
include spatial, temporal, and media characteristics.
Based on temporal tree, ACT composes of root
node, terminal node, non-terminal node that includes
information for temporal-spatial synchronization, such
as par, equal, dequal. ACT generation algorithm is

defined as follows.

* Annotated Composition_Tree Generation
algorithm

1. Based on temporal binary tree

A. Define the root node, which has document
name and information.

B. On the traverse the temporal tree, add spatial
relational information to (par, equal, and
dequal) temporal nonterminal node.

C. If all of node is visited, this process is end.

In this example, figure 10 represents the form of
the ACT that has translated.

3.2 Schedulers

The scheduler decides the start time of the media
objects using the annotated composition tree. The
start time of the media is determined by media du-

(Figure 10> The Example of ACT
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ration value and it’s delay time. Also the scheduler
manages the state of the objects using state man-
agement table on presentation. That is, the values of
the table are present states of the media objects.
The states of the media object are wait, ready, run-

ning, and complete.

3.3 Multimedia Document Previews

Our system can provide a multimedia documents
that have two types of program result, temporal
preview, and presentation preview. Figure 11 shows
temporal preview window that tepresents the dura-
tion of media objects (06) on presentation. Figure
12 shows presentation preview window that includes

user interaction buttons that is reduced (or extended)

Thisis Text
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o HETIROORNE " . Timé Teen s 6

S Tesd SR

| Displa {Freezel
Y S

i Stap: oK

(Figure 12> The Presentation Preview Window

the duration of a media object in presentation.

3.4 Implementation

For this point, we have implemented the visual
interface and a part of parsing process. The im-
plementation of the Presentation Jockey is under
Microsoft Windows using Visual C++, MFC
(Microsoft Foundation Class) Library, and MCI
(Media Control Interface) in win32.api. The toolbar,
icons, and pull-down menus provide an easy access
to create media objects and relationships between
media objects, and to define the relationship and
content information for the media objects. In the
parameter window, users can define and modify the
properties for a selected object using the browser
that include defining the exact location for the me-
dia file. The control window can be used for user
interaction using buttons on presentation run time.

4. Conclusions and Applications

Our aim is to ecnable users to create flexible
multimedia documents more easily. Our system can
be characterized by the following properties.

It provides for user to author easily multimedia
document using the temporal and spatial specif-
ica-tions.

It defines a causal relation that can manage
changes of media duration.

It provides an internal representation using tree
structure and thus supports effective document
parsing.

It supports a presentation engine for -effective
presentations and user interactions in runtime.

Many existing models for temporal relationships
of multimedia objects are based on the Allen rela-
tion’s [9). However, the relations are descriptive and
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depend on known duration, so they couldn’t manage
changes of media duration. We define a set of
causal-based temporal relationships between object
intervals. There are six possible relations with a sin-
gle action involving A and B, including delay time
t. In our model, duration can be changed according
to reference point and thus a presentation is flexibly
synchronized. To support this model, we developed
an authoring system. The system consists of compo-
nents such as visual interface, internal representa-
tion, and schedulers. The system was implemented
on Microsoft Windows using Visual C++.

Our system can be available in various fields.
We expect that the authoring system is able to con-
tribute to remote education of cyber campus, the in-
dustry of game, education, kiosk, and presentation.
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