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Abstract

This paper introduces a Web site login system that uses user's native voice to improve the bother of remembering the ID and
password in order to login the Web site. The DTW method that applies fuzzy inference is used as the speaker recognition
algorithm. We get the ACC(Average Cepstrum Coefficient) membership function by each degree, by using the LPC that models
the vocal chords, to block the recorded voice that is problem for the speaker recognition. We infer the existence of the recorded
voice by setting on the basis of the number of zeros that is the value of the ACC membership function, and on the basis of
the average value of the ACC membership function. We experiment the six Web sites for the six subjects and get the result that
protects the recorded voice about 98% that is recorded by the digital recorder.
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1. Introduction

The concern about the customer certification becomes larger
complying with the abrupt increment of the service connected
with the internet.[1] :

Among the methods of the customer certification, the 1D
and password is the best useful method because of the easy
realization and the special equipment is not necessary. But
because of the defect that is weak to the illegal irruption by
the leakage of the password, recently biometrics, which uses
human's somatological characteristic that is a fingerprint, a
face and a voice, etc. has been studied.[2,3] The recognition
using the voice can certify the customer easily in comparing
with the other somatological recognition, because it is easy to
use and is not expansive for only using the microphone.[4,5]
But if one records the user's voices and plays it, then the
system recognizes it as the true user[6].

In this paper, we realize the speaker certification system,
which protects the recorded voice by wusing the LPC
cepstrum(7] that models the human's vocal chords.

2. An outline of the system

If the voice is inputted, the system recognizes the voice to
recognize the speaker's each character by applying the voice
recognition algorithm. After that, the system determines the
acceptance and rejection of the recognized voice through the
fuzzy inference algorithm for the similarity of the DTW. If
the inputted voice is rejected as a user's voice, the system
announces the reentrance of the voice to the user. In case of
an ambiguous voice, the system asks the user to decide. If the
recognized voice is decided as the recorded voice by the
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recorded voice interception algorithm, the system ended. If it
is decided as the ambiguous voice, the system announces the
reentrance of the voice to the user. If it is decided as the
actual voice, the system logs-in the Web-site and the user can
use the Web site.

3. speaker recognition algorithm(8]

We use the pattern matching method to process the voice
recognition. Extracting the character of the voice pattern from an
inputted voice makes a standard pattern. If a voice is inputted, then
it searches and recognizes the most similar pattern compared with
the preserved standard patterns. Fig. 3-1 shows the concept of the
voice recognition system.
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Fig. 3-1. Conception chart of speech recognizing

The whole algorithm for the recognition of the inputted voice is
constructed as shown in Fig. 3-2.
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Fig. 3-2. Flow chart of speech recognizing

3.1 Extraction of a block of voice in real time

We use the short time energy method and the zero-crossing
method, which has smaller calculation time than other
methods, to find out whether the voice is present or not under



the state of receiving the voice with on-line.

3.1.1 The short time energy method

This method judges whether the voice is present or not on
the basis of absolute energy value within the block of the
voice analysis. Because the waveform of a voiced sound has
large absolute energy value and the waveform of the voiceless
sound has low absolute energy value, when the absolute
energy value of an analysis block with equation (1) exceeds
the upper limit value of energy, we consider that there is a
voice.

E=§O|x<i)| oy

3.1.2. The zero-crossing method

The phase of the voice signal waveform passes through an
axis, so this method uses the number of passing through time
axis. Since a voiceless sound has not the large amplitude and
is the irregular oscillation, it has large zero-crossing rate than
the voiced sound. Zero-crossing rate is defined by the
equation (2).

ZCR = Y |sen( x (i) - sgn( x (i+ 1) [ %(1/2)

i=0

sgn( ¥ ) =1(x 2 0)
sgn( )= ~1(x < 0) )

3.2 LPC(Line Prediction Coding) transaction process

We use the LPC coefficient to get the characteristic
information of the user's voice. LPC assumes the human vocal
organ as a filter, and uses the coefficient of the filter as the
characteristic vector of the voice. The mathematical model of
a vocal organ is shown in Fig. 3-3.
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Fig. 3-3. Mathematic modeling of voice organ
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The transaction process of the windowing and the
pre-emphasis is necessary for the detailed quantization before
the coding of LPC within the block of the voice.

3.2.1 Windowing

Windowing is an equation to analyze one part of the
continuous voice signal, and is a process that separates the
data with the length that the user wants uniformly. In this
paper, we use Hamming windowing that presents the
occurrence of the noise component by decreasing the signal
distortion in the neighborhood of the boundary of the analysis
block. Hamming windowing reduces the magnitude of the
signal data increasingly by approaching to the edge of the
analysis block. Hamming windowing is defined by equation

3).
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3.2.2 Pre-emphasis

The detailed high-frequency waveform, which is near the
central axis within the analysis block, is very small to the low
frequency, so it is hard to analyze the precise waveform.
Therefore, pre-emphasis process extracts the information of the
waveform by strengthening the component except the existing
frequency. That is, the energy of the voice signal is reduced
in the low frequency band and it is increased in the high
frequency band. It is defined by equation (4).

x(my=x(m-ax(n-1), 09<a<1.0 @

3.2.3 The LPC analysis

LPC analysis is a method that forecasts the present sample
using past P samples. The relation is defined by equation (5).

yny= )+ a,oy(n-k) )
k=1

The autocorrelation method, which has good safety, is used
for the LPC analysis. The autocorrelation method, as defined
by equation (6), represents the grade of the similarity between
the samples of two signals, which are separated with any
uniform distance, as the function of the relation between the
distance and the similarity. Durbin's method is used in the
process of yielding the LPC coefficient. This method has the
advantage that can know the present pattern information by
knowing the information of just previous pattern, so it has an
advantage of calculation,

R(i)=§iakR(|i—k|) 6)
k=1

3.3 The cepstrum [6)

Because the cepstrum is the reverse transformation of the
function of frequency domain, it may be the function of time
domain. The most powerful characteristic is having the
capability that separates the voice information into the detailed
structured information and the spectrum envelope information,
The obtained LPC coefficient can get the LPC cepstrum
coefficient by equation (7).

Ci=-uo,

Cn=—an—Z—r—n—amC,,_m(l<nSp)

m-1

. , .
C"=z%amcn-m(p<n) (7

1

We use the tempered window technique to relieve the
sensitivity of the obtained cepstrum coefficient as defined by
equation (8).

W =[1 +-§-sin(fg-)},(1 <m<Q) ®
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And we use the delta cepstrum, which applies the time
difference, for the representation of the more improved and
extended spectrum as defined by equation (9).

i C (1) _jum
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— =AC, () ,uk;[(kcm(t+k) ©)

3.4 DTW method

Even when the identical man speaks the same word, the time
length of the word is changed at each time of the utterance.
Therefore, if the inputted word is simply compared with the
standard pattern, since the time axis is not equal, the error on the
incapability of the recognition will be occurred. To resolve this, the
change pattern of the non-linear time axis is linearly normalized to
classify the patterns. The DTW method matches the standard
pattern and the inputted pattern, and so makes the other new pattern
and recognizes it as shown in Fig. 3-4.
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(a) Patterns with different
frame length
Fig. 3-4. Pattern matching

(b) New reference patte

As the method of measuring the similarity, the method of
the normalized distance is used as known in equation (10).
The method of the normalized distance is calculated by the
error between the standard pattern and the inputted pattern.
From the result of calculation, the smaller error distance is,
the more similar frame is.

T
D(T.T,)=min 3 d(g. (K)o, (k)mk) o
k=1
Since the DTW method for an isolated word has higher
recognition rate than a serial word, this method is much used
for an isolated word. Since the command, which operates the
cursor, is recognized as the isolated word, we use the DTW
method in this paper. Any pattern, which has smallest error
distance by comparison of the 6 standard pattern with the
inputted word pattern among the total 6 words, is recognized
as the correspond word.
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4. Fuzzy inference algorithm to the critical
value of the DTWI8]

The membership function of the DTW distance error and
the membership function of the frame length for a subject is
shown in Fig.4-1 and Fig4-2.

DEL DVL DL DLL DVLL DM DVLH DLH DH DVH DEH

B0 115 150 185 220 255 290 325 360 395 430

DEL : Distance error value of DTW is Extremely Low.
DVL.: Distance error value of DTW is Very Low.

DL : Distance etror value of DTW is Low.

DLL : Distance error value of DTW Little is Low.
DVLL.: Distance error value of DTW is Very Little Low.
DM : Distance error value of DTW is the Middle.
DVLH : Distance error value of DTW is Very Little High.
DLH : Distance error value of DTW is Little High.

DH : Distance error value of DTW is High.

DVH : Distance error value of DTW is Very High.

DEH : Distance error value of DTW is Extremelv High.

Fig. 4-1.The membership function of the DTW distance error

FLS FLN FLL

34 44 58 66 93 100

FLS : Frame Length is Short
FLN : Frame Length is Normal
FLL : Frame Length is Long

Fig.4-2. the membership function of the frame length

116 117

Throughout the several experiments, the allowable range of
the DTW error value by the frame length is constructed as
shown in TABLE 1.

Table 1. The fuzzy inference rule

™
fr
FLS {cp|ca|calca|ca|[co[cp [cr{cr|[cr|cr
FLN (CR { CD |CA | CA | CA |CA| CA |CD|CR} CR|CR
FLL | CR |[CR |CD |CA | CA |CA| CA |CA|CA|CD | CD

DEL |DVL | DL | DLL | DVLL | DM |DVLH | DLH | DH | DVH | DEH

The membership function of the acceptance and rejection as
the user's voice is inferred by the calculated distance error
value and the frame length of the inputted pattern as shown in
Fig.4-3.

CR CD Ca
CR(Command Reject)
Py x CV(Command Vague)
25 38 CA(Command Accept)

0 11 50 60 65 100 (%)

Fig. 4-3. The membership function of the acceptance and
rejection as the user's voice



5. The recorded voice interception algorithm

There is a method that registers previously and presents
randomly the short words, as the existing recorded voice
interception algorithm.[9] But if one refers to the presented
words and plays them by using the newest electronic record
equipments, the method has no meaning.[6] In this paper we
propose the recorded voice interception algorithm that uses
ACC(Average of Cepstrum Coefficient) to intercept the
recorded voice with the digital recorder, which has the good
quality of sound.

5.1 The characteristic extraction for the recorded voice
interception

Because of the LPC analysis is based on the all-pole model
that considers only the spectrum pole, the LPC cepstrum
follows the spectrum pole. We use cepstrum coefficient, which
represents the spectrum envelope information, to protect the
recorded voice.[4,7].

We classified the characteristic between the actual voice
and the recorded voice with obtaining the ACC by each
degree as the equation (11), because even when the identical
man speaks the same word, the frame length of the word is
changed at each time of the utterance.

N
ACC, =) (C,),/N
k Izzl:( k)t (11)

Cy : cepstrum coefficient of the k-th degree
N : The frame length of a word

According to the characteristic of the speaker and the word,
ACC has the different distribution between the actual voice
and the recorded voice. As an example, Fig.5-1 shows the
ACC characteristic comparison between the actual voice and
the recorded voice in case that the subject speaks 'naver'.

ACss —*— Real voice
‘L Recorded voice
15 -
0.5
~0.5
-1.5
-2.5

Cepstrum degree
Fig.5-1. ACC characteristic comparison between the actual
voice and the recorded voice.

5.2 The fuzzy inference for the interception of the
recorded voice

The subjects speak 6 words 30times respectively and we
get the ACC membership function for the subjects and words.
We obtain the value of the ACC membership function by
each degree as the equation (12).

~ C
4= 1. (ACC,))/ ACC,
%u,,( ) . a2)
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C : The degree of the cepstrum
A : the value of the ACC membership function

The membership function for the percentage of content of
the actual voice, which is obtained from the average value of
ACC membership function, is shown in FIg.5-2.

PCS PCH

PCM

[ 20 50 10 100(%)

PCS : Percentage of Content is Small
PCM : Percentage of Content is Middle
PCH : Percentage of Content is High
Fig. 5-2. The membership function for the percentage of
content of the actual voice

If the percentage of content of the actual voice is high,
then inputted voice is actual voice, if low, then it is recorded
voice. We count the number of the zero value of the ACC
membership function by each degree to reduce the mistaken
recognition of the middle range of the percentage of content.
The zero value of the ACC membership function means that it
is not included in the range of the actual voice. The
membership function of the zero value of the ACC
membership function is shown in Fig.5-3.

NMVL

NMVYS NMVIM

i} 2 4 8 14 (A$)

NMVS : Number of the zero Membership Value is Small
NMWM - Number of the zero Membership Value is Middle
NMVL : Number of the zero Membership Value is Large

Fig.5-3. The membership function of the zero value of the
ACC membership function

In case of the middle range of the percentage of content, if
the number of the zero value of the ACC membership
function is few, then it is decided as actual voice, if many,
then it is decided as recorded voice. In case of the number of
the zero value of the ACC membership function is in the
middle range, if the percentage of content of the actual voice
is high, then it is decided as actual voice, if low, then it is
decided as recorded voice. The actual voice decision, from the
percentage of content of the actual voice and the number of
the zero value of the ACC membership function, is
constructed as the TABLE 2 and the membership function of
that is shown in Fig.5-4.

In case that the result is under 55%, the system decides the
inputted voice as the actual voice and logs-in the Web site. If
the result is 75% or more, the system decides the inputted
voice as the recorded voice and ends the system. When the
value of the result is between 55% and 75%, the system
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Table 2. fuzzy inference rule table

PERCENTAGE OF
NUMBER OF ZERG CONTENT rCcCs PCM PCH
ARSI WAL
NMV S [ Ve AV ANV
NMVINM RV oV AV
NMVL RV RV OV
AV ov RV

0 64 55 60 65 75 860
AV 1 Actual Voice
RV ! Recorded Voice

: Obscure Voice

Fig. 5-4. The membership function of the existence of the
actual voice

100 (%)

decides that the inputted voice is ambiguous so the system
receives the reinputted voice. If the number of times of the
reinput is 3 times or more, then the system decides the
inputted voice as the recorded voice and close the system.

6. The Web-site automatic log-in system

In the already established system, firstly the user enters the
site after inputs the URL in the address window, next inputs
the ID and the password, and then clicks the transmission
button. As shown in Fig.6, if the user's voice is recognized,
our system links to the appropriate site by using the stored
site address. If the appropriate site uses the frame, iframe and
script according to the windows presentation method, the
user's system gets the appropriate data. The system extracts
the address of log-in Web site, ID, password and hidden name
from the obtained data, and mixes the password and the user's
account. The compounded information is transmitted with the
post method that conquests the size limitation of the
transmitted data and prevents the information outflow of the

Site address
User ID, User password

:

T e
Inputted voice

T .= [ E— e — *
Linking to the site

‘Whether script is used or not
o No |

Login Address, ID, password
Hidden Name extraction

———

r Post transmission F

———

r Outputting the Web site window I

Fig. 6. The system conception of the automatic Web site login
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user's ID and the password. According to the above mentioned
procedure, the window, which the user can use the logged-in
Web site, appears on the monitor of the user's system.

7. The experiment and the result

7.1 The experiment

For the speaker recognition experiment, we accumulate the
voice patterns of 6 site name 10times utterance respectively to
the 3 boy-students and the 3 girl-students of the Tongmyong
University of information technology. For the recorded voice
experiment, we recognize the speaker and store it as wav file
simultaneously. The standard membership function is made by
the 30 actual voice pattern for the each word of site name.
We experiments the recognition with the 30 actual voice
pattern and 120 digital recorded voice pattern. Fig.7 shows the
recorded voice generation process for the experiment of the
recognition rate.

. Inputting a speech D
|‘ The microphone H
v
[ _ Storing as ihe wav file 7AM—J
| Playing with the wav file —H
| L The s;;eaker T}
| Recoteivace ]

Fig. 7. The recorded voice generation process

Recording place is the general laboratory that there exist
surrounding noise, and we record the voice with PCM1125Hz,
16bit mono.

The voice pattern is changeable according to the
microphone characteristic, the transmission line and the
background noise, therefore we experiment with two kinds of
the microphone, which have the characteristic as shown in
TABLE 3.

Table 3. The microphone characteristic

characteristi mike mikel mike2
Manufactured good Ceron 500 ACC-M3
type Dynamic mike Dynamic mike
Fixed direction Single direction undirectional
sensitivity 784dB 70d4dB

Frequency range 70-15,000Hz 50-17,000H =z

Regular impedance 600 ohms 600 ohims

We use microphonel to make the standard pattern and to
recognize the actual voice. TABLE 4 shows the experiment
table of the 120 recorded voice according to the microphone



characteristic.

Table 4. The experiment table according to the microphone

cases eriments record recognition
B casel o mikel mikel
case2 mikel mike2
case3 mike2 mikel
cased mike2 mike2

7.2 The result of the experiment

TABLE S5 shows the result of the recorded voice
experiment according to the each cases. As known in TABLE
5, when the recorded voice is inputted to the system, this
intercepts that with average 90%, the mistaken recognition as
the actual voice is 2% and the ambiguous decision, if the
inputted voice is real or recorded, is 8%.

Table 5. The interception rate of the recorded voice

sUlt(96)

int i i iti
coanos interception | ambiguous | recognition
casel 1 7 2
caseZ o2 7 1 N
case3 B8 10 2
cased B9 8 3

8. conclusion and the problem in future

We propose the system, which decides if the inputted voice
is recorded voice or not by using the cepstrum coefficient and
the fuzzy inference to improve the problem that user's
recorded voice is mistaken recognized as the actual voice.
According to the characteristic of the microphone voice
pattern is changed, therefore we generate the recorded voice
using two kinds of the microphone and get high recognition
rate, protecting the recorded voice with 98%, from the result
of the experiment.

As the problem in future, recorded voice interception
experiment, using the microphone and the speaker of various
kinds, is considered. Searching the generalized method by the
experiment of the various age is considered, too.
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