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Abstract

In this paper, a Efficient method for the mixed image separation is presented using independent component analysis
and the new fast expectation-maximization(EM) algorithm. In general, the independent component analysis (ICA) is
one of the widely used statistical signal processing scheme in various applications. However, it has been known that
ICA does not establish good performance in source separation by itself. So, Innovation process which is one of the
methods that were employed in image separation using ICA, which produces improved the mixed image separation.
Unfortunately, the innovation process needs long processing time compared with ICA or EM. Thus, in order to
overcome this limitation, we proposed new method which combined ICA with the New fast EM algorithm instead of
using the innovation process. Proposed method improves the performance and reduces the total processing time for the
Image separation. We compared our proposed method with ICA combined with innovation process. The experimental

results show the effectiveness of the proposed method by applying it to image separation problems.
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1. Introduction

In this paper, a mixed image separation schemell,2] is
presented using a new method that combines the
properties of the independent component analysis (ICA),
and the new fast expectation-maximization (EM). ICA is
one of the widely used statistical signal processing tools,
which represents the information from observations as a
set of random variables in the form of linear
combinations of another statistically independent
component variables. Technically, ICA is regarded as a
useful extension of the principal component analysis
(PCA), which was developed to resolve the problems of
correlation in the blind separation[3,4] of independent
sources from their linear mixtures. Such blind
techniques[5] are needed for example in various
applications of array processing, communications, medical
signal processing, and speech processing. In the similar
manner, there are also several applications of ICA[6,7]
such as blind source separation, feature extraction, and
blind deconvolution, and etc..

In a sense, the fundamental motivation of ICA is to
remove the correlatedness property of standard PCA.
Roughly, rather than requiring that the coefficients of a
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Independent Component Analysis, Innovation Process, Expectation-Maximization.

linear expansion of the data vectors be uncorrelated, in
ICA they transformed to be mutually statistically
independent as much as possible, where higher order
statistics are required in determining the ICA expansion.
It means that some non-linearities must be used in the
process of constructing a system. In various useful
applications, ICA provides a more meaningful
representation of the data than PCA through the
transformation of the data to be quasi-orthogonal to
each other, which can be utilized in linear projection.
For recent decades, several unsupervised separation
algorithms were derived from ICA assuming that the
observed data can be transformed into several mutually
exclusive data classes whose components are generated
by linear mixtures of independent non-Gaussian sources.
However, it has been known that ICA does not establish
good performance in source separation by itself. In order
to overcome this limitation, there have been many
techniques that are designed to reinforce the good
properties of ICA. Innovation process is one of the
methods that were employed in image separation using
ICA. Even the innovation process improves the
performance of mixed image separation, there are still
much work to be done, such as the long processing time
compared with ICA or EM needs to be reduced. In this
paper, the new fast expectation and maximization
method[13] is added to the system with ICA instead of
the innovation process. The proposed method yields the
improved results that are presented in experiments.
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2. Preliminaries

2.1 Independent Component Analysis

Independent component analysis(ICA) is a statistical
technique that transforms the relations between
information to be independent to each other. Let m scalar
random variables x |, X, -,X , De linear combination
of »n unknown mutually statistically independent
components with zero mean, denoted by  $,,85,°",8 4.
Then we can put the observed variables x ; into a vector

x=(xX;,X4,Xy) " and the component variables s ;

into a vector s, such that the linear relationship can be

expressed as
x=As 1)

where A is an unknown mxn matrix of full column
rank, called the mixing matrix. The goal of ICA is
finding both the mixing matrix A and the independent
components s; from the observations of the mixtures

X je

In ICA, the assumption of independence of variables is
crucial for the identifiability of the model. However, if
we consider the observed model as the time-dependent
stochastic processes instead of random variables, the
process becomes innovation. The innovation process of a
stochastic process is a more general condition than the
independence of the components themselves. The mixing
matrix Ais estimated by applying ICA on the innovation
process. However, unfortunately the estimation done by
innovation process is not good enough to separate
original images from a set of mixed images. In this
paper, we present a new scheme that combines the
innovation process and the expectation-maximization to
reinforce the weakness of the combined model of ICA
and stochastic innovation process.

22 ICA Estimation using Innovations (8]
Given a stochastic process s(t), we define its
innovation process B(t) as the error of the best

prediction (ie. conditional expectation) of s(t), given
its past:
B(t) =s(t) —E[ s(Olt , st—1), s(t—2),-] 2)

The expression $(t) represents the information about
the information about the process that can be obtained at
time ¢ where he innovation process is uniquely defined
by (2). Estimation of the innovation process can be
performed by approximating the conditional expectation.
ie. the best prediction of s(t) given its past (in the
least mean-square sense). This is basically a regression
"problem that can be approximated in many cases by
ordinary linear autoregressive models; in the very
simplest case, a reasonable approximation of the
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innovation process may be given by the difference
process ds(t)= s(t)— s(t—1). In general , the
nonlinear prediction may be approximated, eg. by
multi-layer perceptrons or radial basis function.

Let us consider how the concept of innovation process
can be used in the framework of estimation of the ICA
data model. Consider a version of the ICA data model in
(1) where the observed data is a stochastic process *(®)
that is represented as a linear combination of component
process:

x(t)= As(t) (3)

the concept of innovation can be utilized in the
estimation of the data model (3) due to the following. If

x(t) and s(t) follow the instantaneous mixing model
(3), then the innovation processes becomes

x(t) = A 3(t) (4)

where
A 3(t) =x(t) —E[ x(lt , s(t—1), s(t—2),-1 (5)

since the information contained in [s(t—1),
s(t—2),~] equals the information contained in
[ x(t—1), x(t—2), -] due to the invertibility of A ,

this shows that A §(t)is the innovation of x(t). This
implies that it is good enough for the model (3) to be
identifiable that the innovation process fulfill the
identifiability conditions usually required of the random
vector s(t). In particular , it is good enough that $(t)
has independent components and is stationary as well as

ergodic [9,10]. This is a generalization of the ordinary
identifiability conditions since the independence of the

s (t) implies the independence of the innovation
processes S(t)

Owing to facts that the independence of the original
process implies the independence of the innovations, but
not vice versa, and the innovations may correspond to
physically independent processes, the innovations are
usually more independent from each other than the
original process. Thus the accuracy of the estimation of
the ICA model increases with increasing independence
and nongaussianity of the component s;[11], such that

the innovation process is likely to lead to much better
estimates of the mixing matrix.

2.3 General Statement of the EM Algorithm [12]

Let ¥ denote the sample space of the observations,
and let yeR™ denote an observation from Y. Let x
denote the underlying space and let x€R"™ be an
outcome from, with m<n. The data x is not observed
directly, but only by means of y, where y=y(x), and

y(x) is a many-to-one mapping. An observation
determines a subset of x , which is denoted as x(y) as
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Fig. 1 illustrates the mapping.

Fig.1 Dlustration of many-to-one mapping

The probability density function (pdf) of the complete
data is f x( x|@)=1(x|6) , where =OC R" is the set

of parameters of the density. Then pdf of the incomplete
data is

(v10)=[ f(xifdx ®)

Let
L ()= log g(yl®) 7
denote the log-likelihood function. The algorithm finds
¢ to maximize log f(yl6), by maximizing the

data y and
estimate of 4. Let 6 %) be our estimate of the parameters
at the A-th iteration. Then we compute

expectation of log f(yl8) given the

Q40 “=Ellog f(xIo)ly, 6] 8)

Then, we compute 6'%**' where the value of 4

maximizes QA6 ™):
6" = arg max , Qa6 ) 9)

The EM algorithm consists of choosing an initial

6 '8 then performing the E-step (8) and the M-step (9)
successively. The pdf is of the form

f( x|6) =b(x) expl c(8) Tt(x)] / a(d) (10)

where 6 is a vector of parameters for the
family{10,11]. The function t(x) is called the sufficient
statistic of the family. Members of the exponential
family include most distributions of engineering interest,
including Gaussian, Poisson, binomial, uniform, Rayleigh,
and other. For exponential families, the E-step can be
written as

Q46 "y=E[log b(x)ly, 6]

+ c(0 "TE[ t(x)] v, 6 ] —log a(h) (1

Let t " TH=E[t(x)ly,0™]. As a conditional
expectation is an estimator, t ' "1 is an estimate of the
sufficient statistic of the sufficient statistic. In light of the
fact that M-step will be maximizing the term of the right
side of equation (11) with respect to 6 and that

Ellog b(x)ly,q ] does not depend upon @, it is
sufficient to write:

E-step Compute

t ®HU=E[ t(ly, 0]

M-step Compute
O U=arg max , c(8) T t ¥+ —1og a(h)

Every iteration of the EM algorithm increases the
likelihood function until a point of (local) maximum is
reached.

3. Proposed Efficient Aigorithm for Image
Separation

As mentioned before, the method of the ICA estimating
using the innovation process for the separation problems
has some limitations. In order to overcome we proposed
the new method which is combined with the new fast
EM algorithm instead of the innovation process. The new
fast EM algorithm has shorting convergence - speed
compared with conventional EM by reduction of the total
iterations. There are two efficient methods to improve
the EM algorithm. At first, we proposed the new
K-menas algorithm using the uniform partition method.
In general, conventional K-means used the random choice
for the initialization. Which causes slow convergence
speed and unwanted clustering result. Fig.2 is shown that
proposed K-means procedure [13].

Decision the number of cluster
for K-means clustering : K

Uniform partitions ( K* )of
n dimensional data

Calculation densities of
total K ™ partitions

]

Sorting the K " densities and Choosing

kthe K partitions by the descending ordeq

Calculation each center of the K
partitions

-

Initial centers for K-menas are obtained
each K partition centers

Fig.2 Proposed K-means Initialization
Uniform partitions method

using the
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Initialization of K-means
using uniform partition method

&
Improve and Efficient K-means Proposed
process K-means
: Obtained ¢ value process
&

Initialization of EM : used ¢ value

Y « ‘r
M step : g tk*U
Maximum likelihood Proposed
posteriori algorithm New
Fast EM
l process
E step: ( 6l6 ™)
Convergence condition: .
E "™ _FE ulds P
i
End
Fig.3 Proposed the EM initialization and the new fast
EM procedure

This new K-menas method is applied to the EM
initialization in order to obtain proper initial estimate.
The secondly proposed the new EM method is maximum
likelihood posteriori (MLP) which is mapped the
maximum posteriori to unit value and the others are
assigned zeros. It is reasonable that the posteriori in the

M-step is obtained the conditional expectation of the
parameter in the E-step by the good initial estimate.
Thus this method reinforce the posteriori which is very
important factor in the EM algorithm. Fig.3 is shown the
new fast EM procedure. Proposed method improve the
performance and reduce the convergence speed
extremely.

We applied the new EM algorithm combined with ICA
for the image separation. Instead of using the innovation
process to improve the ICA performance(14], new EM
algorithm is attached as the pre-process of the proposed
ICA method.

4. Experimental Results

The results of a scheme that employs ICA using the
new EM pre-process are better than ones by ICA with
innovation. However, there is a weak point of this
algorithm too, which ICA still is very much affected by
the degree of correlation between mixed images whose
correlation coefficients are presented in Table 1.

Table 1. Correlation between Original Images

Corr Objection 1|Objection 2|Objection 3|Objection 4
Objection 1] 1.0000 0.7542 0.6763 0.6495

Objection 2§ 0.7542 1.0000 0.7148 0.7167
Objection 3| 0.6763 0.7148 1.0000 0.8463
Objection 4] 0.6495 0.7167 0.8463 1.0000

In Table 2. the weights from the new fast Expectation
and Maximization(EM) are presented. The weights are
used as a preprocessing of ICA.

Table 2. Weights from the new EM
Objection 1| 0.6290 0.3815 0.3255 0.2971
Objection 2 0.1831 0.1071 0.0948 0.0936
Objection 3] 0.3430 0.2099 0.1796 0.1747
Objection 4] 0.4625 0.2780 0.2410 0.2216

. . Innovation
Mixed images| —>» —_—
process

ICA ~—+ | Separated image

(a) ICA estimation with Innovation process

. New Fast
ixed —t—nlp —_
Mixed 1mages EM algorit

ICA —+»| Separated image

(b) Proposed new pre—process of the ICA estimation

Fig.4 Comparison the conventional ICA and the proposed method
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In order to strengthen the uncorrelatedness of the
mixed images, a new scheme for image separation using
ICA and EM without innovation process will be
presented.

At first we presented the superiority of the new fast
EM with respect to the convergence speed. Fig. 5 is
shown that the average of the total number of iterations
between the conventional EM and the proposed new fast
EM {13]. The proposed EM algorithm yields fast
convergence where the average of the total number of
iterations is only six as shown in Fig5 while the
conventional’s one converges after longer iterations.
Thus, we applied the new fast EM algorithm to ICA.

400
—— Old method

L = New method
5 L
&
el
8 4

300
3
=
& h
= 250

iwlvnmlwl
200

0 5 10 15 20 25

Number of iterations

Fig.5 Comparison of the convergence speed

In general, ICA is combined with the innovation
process for the separation image. However, this method
needs a long processing time compared with the
proposed algorithm. Table.3 is presented the difference of
the processing time for each part of the image
separation. The general ICA and Innovation methods
required the total processing time about three times of
the ICA with new fast EM.

Table 3. Comparison each processing time [sec]

Total .
rocessin ICA Innovation |New fast
p ’ess g process EM
time
ICA and 375930 | 22980 | 35.2950
Innovation
ICA with new
fast EM 12.2960 3.2340 9.06200
One of examples of the experimental results is

demonstrated in Fig. 6. It demonstrates the results of
each different method. The objections in the first column
is the original images that are used for experiments. The
second column represents the mixed images from which
we desire to separate the faces in the first column. The
third and fourth columns are the results of ICA and the
innovation process without scaling respectively. The fifth
column shows the results from ICA with scaling, which
is inferior to the results of the sixth column that are

(A) Original images, (B) Mixed images, (C) Results of ICA, (D) Results of Innovation ,
(E) ICA with scaling, (F) ICA and Innovation with scaling, (G) ICA and new EM with scaling.

Fig. 6 Original image and comparison each process experimental results
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from the innovation process with scaling. However, the
sixth column performed less effectively than the seventh
column that are from the proposed method. As the Fig.6
shows, the proposed method performs better than the
previously discussed methods.

6. Conclusion

In this paper, the new fast expectation and
maximization (EM) is considered to reinforce the scheme
of using independent component analysis(ICA) and
time-dependent stochastic process. Innovation process
performs a more accurate estimation of the ICA data
model, but it has still many cases that fail to separate
images[15] and requires much processing time. The
proposed EM is used to remove the defects of these
limitations. As experiments show, the new fast EM in
the proposed scheme turns out to be a possible solution
to the problems, but further studies on this subject are
needed.
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