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Deconvolution of Detector Size Effect Using Monte Carlo Simulation
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The detector size effect due to the spatial response of detectors is a critical source of inaccuracy in clinical
dosimetry that has been the subject of numerous studies. Conventionally, the detector response kernel contains
all the information about the influence that the detector size has on the measured beam profile. Various
analytical models for this kernel have been proposed and studied in theoretical and experimental works. Herein,
a method to simply determine the detector response kernel using the Monte Carlo simulation and convolution
theory has been proposed. Based on this numerical method, the detector response kernel for a Farmer type
ion chamber embedded in a water phantom has been obtained. The obtained kernel shows characteristics of
both the pre-existing parabolic model proposed by Sibata et al. and the Gaussian model used by
Garcia—-Vicente et al. From this kernel and deconvolution technique, the detector size effect can be removed
from measurements for 6MV, 10X 10 em? and 05X 10 cm? photon beams. The deconvolved beam profiles are
in good agreements with the measurements performed by the film and pin-point ion chamber, with the

exception of in the tail region.
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INTRODUCTION

In radiotherapy, the accuracy of the absorbed dose in areas
where the gradient of the radiation field is large depends
strongly on the spatial response of the dosimeter used. For
example, the broadening of the beam penumbra due to the
detector size has been a well-known experimental fact since
Johns and Darby" first reported. Thus in clinical dosimetry,
the detector size effect dealing with the spatial response of
detectors has been extensively studied by many investiga-
tors.” According to these studies, correction is necessary to
the measurements because of the existence of the detector size

effect. This correction is especially important on measure-
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ments® of penumbra where dose gradient is large. In the
stereotactic radiosurgery or tomographic IMRT where narrow
beams are used, the detector size effect becomes even more
critical since high accuracy is required in the dose calculation,
delivery and verification to save the critical structure located
on the edge of the field. The standard ionization chambers of
volume of order 0.1 cm’ or less are commonly used for the
dose verification. But still the inaccuracy related to the
detector size is unavoidable and resulis in the penumbral
increase of several millimeters. In addition to the detector size
effect, further correction to the measured dose is required if
the detector and phantom materials are different. Since the
charged particle fluence is perturbed due to the phantom
material, the measured dose may contain inherent degradation
to be corrected. This is known as in-scattering effect” and
becomes important when measurements are made with detec-
tors embedded in a phantom and transient charged particle
equilibrium is not attained.

One of the standard techniques to remove the detector size

effect is by deconvolving the detector response artifacts from
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the measurements.”*” This technique is based on the consi-
deration that the measured beam profile is the convolution of
the inherent beam profile with artifacts specific to the physical
characteristics of the used detector. Commonly a representative
detector spatial response function, which is also known as
detector kernel, represents the physical response artifacts of a
detector. Then the inherent beam profile can be obtained by
Such

mathematical models for detector kemel as step functions,

deconvolving the kernel from the measured data.

parabolic functions and Gaussian functions have been proposed
and studied.*”*” Sibata er al.Yused a parabolic kemnel while
Garcia-Vicente et al.” found that the Gaussian kernel gave the
best fit to their data.

In this work, we propose a method to calculate the detector
kernel of an ion chamber instead of taking an analytic model
for granted. Using Monte Catlo simulation and the convolution
theory, the detector kemnel can be determined. This kernel,
together with deconvolution technique, enables us to determine
the inherent beam profile from the experimental data. For the
simulation, we consider a cylindrical Farmer type chamber
embedded in a water phantom at 5cm depth and being irradi-

ated by 6MV photon beam.
MATERIALS AND METHODS

With a representative detector spatial response function or
kernel K for a dosimeter, measured dose profile D, can be

written as the convolution of the inherent dose profile D with
K ags89
D= Dw-Ku—2-du (M

Using the typical Fourier transformation, the above equation
can be written as

KD, (0]=FID(x) - Fl K(x)] 03}
where

FIAx)] :ﬁ f_oomf(x) - expQrwix) - dx  (3)

From Eq. (2), the inherent dose profile can be obtained by

inverse Fourier transformation as
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D(x)=F~' [F(D,, (x)/F(K(x))] @

In order to obtain D(x), eatlier works*®” used various form
of analytic model functions for detector kernel such as step
functions, parabolic functions and Gaussian functions. Some
other works™'” tried to determine the best detector kernel by
checking which model gave the best fit to their experimental
data. In this work, the detector kernel is determined by using
Monte Carlo simulation instead of artificially selected analytic
function or experimental data fitting. For the purpose, we
consider a Farmer type ion chamber embedded in a water
phantom at 5 cm depth from its surface and being irradiated
by 6MV photon pencil beam. Both the dose profile by ion
chamber, Dy cham(x), and the inherent dose profile at 5 cm
depth, Dyu{x), in a water phantom being irradiated by 6MV
pencil beam are not measured but calculated using Monte
Carlo simulation. Then the kemnel of the ion chamber, K(x),

can be derived from the convolution equation as the following

Dm,cham (%)= f_ooooDwa; (w) - K(u—x) - du %)

In the parabolic model for the kernel, K(x)dx represents a
strip of detector of width dx in proportion to the total detector
size.” Similarly, the detector kernel in Eq. (5) represents the
response of the detector to the pencil beam localized in a strip
of the detector volume. Using the ion chamber kernel obta-
ined, the inherent dose profile can be deduced by deconvolu-
tion of the experimental data made by real beams.

Accurate calculation of jon-chamber response is an impor-
tant topic in radiation dosimetry. Based on the Spencer-Attix
formulation of Bragg-Gray cavity theory, various issues related
with Monte Carlo simulation of chamber response have been
discussed thoroughly.'""™ In these carlier works, the mea-
sured ionization by a chamber was assumed to be proportional
to the absorbed dose to the gas in the cavity if transient
charged particle equilibrium exists. Following them, we also
assume Dy, cram(x) iS proportional to the absorbed dose to the
cavity gas (air).

The Farmer-type ion chamber has a cylindrical wall made of
graphite with inner radius 3.12 mm, outer radius 3.5mm and
length 24cm. The radius of aluminum central electrode and the

outer radius of acrylic build up cap are 0.5 mm and 8mm
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respectively. A slim rectangular shaped pencil beam of size
0.02x24 cm’ irradiates the surface of water phantom (SSD=
100 cm) with the ion chamber embedded at 5 cm depth. The
stem effect is ignored in this simplified cylindrical model.

In most of Monte Carlo simulations related to the ion
chamber study, the frequently used code is CAVITY or
CAVRZ in EGS4/EGSnrc code system due to the existence of
cylindrical symmetry. Here, instead we use the code DOSXYZ
because cylindrical symmetry of the system studied is broken:
the system consists of a cylindrical shaped chamber located in
the water phantom with plane surface. Thus the chamber has
to be divided into small voxels of size 0.1X0.1x24 cm’ to
calculate approximately the total absorbed dose to the cavity
gas. The following parameters are used for the simulation:
maximum fractional energy loss per step, ESTEPE=0.01, step
size, SMAX=0.2 cm, transport control energy parameters,
ECUT =AE= 0.521 MeV and PCUT=AP= 10KeV.

RESULTS AND DISCUSSION

The simulated results of Dy cham(x) and Digf{x), where x is
the relative distance between the chamber center and the
photon pencil beam center, are shown in Fig. 1 as solid and
dashed line respectively. Even when the photon beam is off

the chamber edge, i.e. the relative distance x is larger than the

Dose (x10™° gray cm?)

Relative distance (cm)

Fig. 1. The simulated dose profile by ion chamber, Dumam (%),
and the simulated inherent dose profile at 5 cm depth,
Duat(x), are represented by the solid and dashed lines respec-
tively. x is the relative distance between the chamber and
beam centers.

chamber radius, the ion chamber reading is finite. It is due to
the secondary components of the radiation. Using these results
and simulated annealing method, we can determine the
detector kernel, K(x), for the simulated ion chamber as shown
in Fig. 2.

This kernel differs from any models proposed and studied
previously. However, similarly to the parabolic model by Siba-
ta et al.,4) this kernel has maximum value with the beam at
the detector center and decreases as the relative distance
increases. At the boundary, the kemnel has non-zero value,
implying that the detector has response to the radiation before
it touches the field boundary. It is due to the secondary

components of the radiation coming from the water phantom.
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Fig. 3. Percentage dose profiles for a 10X10 cm? beam. Measure-
ments by film, with an ion chamber of 0.6 cm® and pin-point
chamber are plotted with a deconvolved profile.
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Fig. 4. Percentage dose profiles for a 0.5x10 cm® beam.
Measurements by film, with an ion chamber of 0.6 cm’ are
plotted with a deconvolved profile.

Characteristically, this is similar to the Gaussian kemel
obtained by Garcia-Vicente ez al. via their data fitting method.”

Fig. 3 shows the raw and deconvolved dose profile by ion
chamber together with the film measurement for 6MV photon
beam of size 10x10 cm’. Also the data by pin-point ion
chamber with supposedly negligible size effect is shown. To
acquire the deconvolved data, we use the kernel in Fig. 2.
Obviously, the deconvolved penumbra has higher shoulder
height and narrower penumbral width. Even if we expected the
tail to drop in the deconvolved profile, the existence of the
ripple makes it not clear in the tail region. We have to
investigate more this tail region and the physical/numerical
origin of the ripple. The deconvolved beam profile is in good
agreement with the measurements with Kodak XV-2 film and
pinpoint ion chamber except in the tail region.

Fig. 4 shows the raw and deconvolved dose profile by ion
chamber together with the film measurement for 6MV photon
beam of size 0.5%10 cm’. Compared with the deconvolved
profile, the raw profile has lowerer peak. Since the chamber
size is comparable to the field width, part of the chamber
volume is out of the field even when the detector center and
the beam center is in alignment. Therefore, the dose profile by
the 0.6 cm’ ion chamber is underestimated at the field center.
The deconvolved data is in good agreement with the film data
at the beam center but there exists discrepancy in the tail
region. This may due to the well-known over-response of the

film to the low energy charged particles or the lack of charged
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particle equilibrium.*'¥

CONCLUSION

We proposed a new method to determine the detector res-
ponse kernel by using Monte Carlo simulation and convolution
theory. Compared with artificially selected analytic models, the
kernel obtained via this method may reflect the size effects for
a detector in a phantom accurately. It differs from any models
proposed and studied previously. After deconvolving the
detector size effects from measurements, we find that the
deconvolved beam profile is in good agreement with the
measurements with film and pinpoint ion chamber except in
the tail. This may show the validity of our numerically

obtained detector kemnel.
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