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Collaborative Recommendations using Adjusted Product
Hierarchy : Methodology and Evaluation
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# Abstract ®

Recommendation is a personalized information filtering technology to help customers find which products they would
like to purchase. Collaborative filtering works by matching customer preferences to other customers in making
recommendations. But collaborative filtering based recommendations have two major limitations, sparsity and
scalability. To overcome these problems we suggest using adjusted product hierarchy, grain. This methodology focuses
on dimensionality reduction and uses a marketer's specific knowledge or experience to improve recommendation quality.
The quality of recommendations using each grain is compared with others by several experimentations. Experiments
present that the usage of a grain holds the promise of allowing CF-based recommendations to scale to large data
sets and at the same time produces better recommendations. In addition, our methodology is proved to save the
computation time by 3~4 times compared with collaborative filtering.
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1. Introduction

Many companies offer millions of products
and have become to be harder to survive in
competitions. Customers also face a difficult
situation to choose a ‘particular product among
products. Especially the amount of information
and products in the e~business world are in-
creasing more quickly than our ability to proc-
ess them.

Recommender systems are a personalized in—

formation filtering technology, used to identify -

a set of top-N products that will be of in-
terest to a target customer. One of the most
successful recommender technologies is collab-
orative filtering (CF)[Hill et al., 1997 ; Konstan
et al, 1997 ; Resnick et al., 1994 ; Shardanand
et al, 1995; Sarwar et al., 2000]. CF works
by building a database of preferences for
products by customers. CF-based recommen-
dations use historical information to identify a
neighborhood of people that have exhibited
similar behavior in the past and then analyze
this neighborhood to identify new products
that will be preferred by the user. However,
despite of their success, CF-based recom-
mender systems have two major limitations.
The first limitation is related to sparsity.
The amount of historical information for each
user and for each product is often quite li-
mited. As a result, CF-based recommendations
cannot accurately compute the neighborhood
and identify the products to recommend. The
second limitation is related to scalability.
Algorithms finding nearest neighbor usually
require the computation time that grows linearly
with both the number of customers and the
number of products. With millions of customers

and products, existing CF-based recommen-—
dations suffer serious scalability problems.

To address these problems, a variety of tech-
niques have been developed and used [Han et
al., 1994; Kim et. al, 2002; Kim & Cho, 2003 ;
Lu et al, 1997, Sarwar et al, 2001b]. Among
these techniques it is not easy to find CF
methodologies using expert marketers’ domain-
specific knowledge. However, the marketer's
knowledge plays an important role in the prod-
uct recommendation process. One of such knowl-
edge is represented as hierarchies or taxon-
omies over data primitives. The use of a prod-
uct hierarchy can be a useful way to solve
the limitations of collaborative filtering.

In this paper, we suggest a CF-based rec—
ommendation methodology to use dimension—
ality reductionby proposing an adjusted prod-
uct hierarchy. An adjusted product hierarchy
is defined as a reconstructed product hier-
archy based on the criterion of purchased
amount of a product or a marketer's knowl-
edge and experience. The focus of this paper
is three—fold. First, we would like to enhance
the quality of collaborative filtering by using
adjusted hierarchies. Second, we introduce a
new measure to the step of neighborhood for-
mation to overcome the problem of scalability
and find true neighbors of a target customer.
Third, we analyze the effectiveness of recom-
mendations and newly devised procedure on
actual customer data from H department.

Our suggested methodology is faster in the
performance than previous ones. Furthermore,
we can find the most efficient product hier-
archy among adjusted product hierarchies after
evaluating their performance. And the par-
ticipation of a marketer results in providing



AFAE AE AZES o83 Wy 24 wle 9 7 97t 6
SO R D R S

better performance in recommendations.

The rest of the paper is organized as
follows. The next section provides a brief
review of some related research work. The
overall procedure is described in detail at a
following section. Next it is described the
experimental evaluation on actual customer
data. The final section provides concluding

remarks and discussions.

2. Background

2.1 Recommendation Algorithm

Recommendation has been developed to pro-
pose the product to the customer using sta-
tistic and knowledge exploration. The under-
lying techniques used in today’s recommen-
dation systems fall into two distinct cate-
gories * content-based filtering and collabora-
tive filtering(CF)[Billsus et al,, 19971, Content-
based methods require textual descriptions of
the items to be recommended and draw on
results from both information retrieval and
machine learning research. In general, a con-
tent-based filtering analyzes a set of docu-
ments rated by an individual user and uses
the content of these documents, as well as
the provided ratings, to infer a profile that
can be used to recommend additional items of
interest. In contrast, collaborative filtering rec-
ommends items based on aggregated user
ratings of those items, i.e. these techniques do
not depend on the availability of textual
descriptions.

Collaborative filtering has many significant
advantages over traditional content-based fil-
tering, primarily because it does not depend

on error-prone machine analysis of content
[Herlocker et al, 1999]. The advantages in-
clude the ability to filter any type of content
(e.g. text, art work, music), the ability to
filter based on complex and hard to represent
concepts, such as taste and quality, and the
ability to make serendipitous recommenda-
tions. It is important to note that collaborative
filtering does not necessarily compete with
content-based filtering. In most cases, they
can be integrated to provide a powerful hy-
brid filtering solution.

However, in this paper, only collaborative
filtering is considered in our research to make
recommendations. Although collaborative fil-
tering has been shown to produce high qual-
ity recommendations, the performance degrades
with the number of customers and products.
Therefore, many techniques have been studied
to reduce the amount of informationof customers
and products, which means dimensionality re~
duction. Among several techniques, dimen-
sionality reduction using a marketer’'s knowl-
edge and experience is being stressed from
researchers. We use this dimensionality re-
duction technique, especially via the product
hierarchy representing her/his knowledge.

In the following we briefly review some of
the research literature related to our work in
the field of collaborative filtering and dimen-—

sionality reduction using a product hierarchy.

2.2 Collaborative filtering

Collaborative filtering is the most success-
ful recommendation method to date and used
in many of the recommender systems. This

recommends products to a target customer
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based on the opinions of other customers.
Sarwar et al.(2000) investigate. several tech-
niques for analyzing large-scale purchase data
for the purpose of producing useful recom-
mendations to customers. They applied a col-
lection of algorithms such as traditionaldata
mining, nearest-neighbor collaborativefiltering,
and dimensionality reduction on two different
data sets. The CF-based techniques are re-
ported to do better than the traditional rule-
based approach. In nearest-neighbor collabo-
rative filtering, the center-based technique does
better compared to the aggregated neighbor-
hood.

Tapestry is one of the earliest implemen-
tations of collaborative filtering based recom-
mender systems [Goldberg et al, 1992]. This
system relied on the explicit opinions of people
from a close-knit community. But recom-
mender systems for large communities cannot
depend on each person knowing the others.
Another type of dimensionality reduction, La-
tent Semantic Indexing(LSI), is widely used
in information retrieval community [Berry et
al., 1995 ; Deerwester et al., 1990]. LSI uses
singular decomposition(SVD) to factor the orig-
inal space into three matrices and the process
of dimensionality reduction is performed by
reducing the singular matrix. Sarwar et al.(1999)
investigated the use of dimensionality reduc-
tion for recommender systems using SVD
technique and presented the effectiveness of
reduced matrix. Also they suggested that the
SVD algorithms fitted well with the collabo-
rative filtering data and neighborhoods formed
in the reduced dimensional space were better
than their high dimensional counterparts. A
special issue of Communications of the ACM

presents a number of different recommender
systems [Resnick et al., 1997]. Despite their
success, the widespread use has exposed some
limitations such as sparsity and scalability
and so on. Sparsity problem in recommender
systems has been addressed in [Good et al.,
1999; Sarwar et al, 2001lal and the problem
assoclated with scalability has been discussed
in Sarwar et al.(2001b) and Kim & Cho (2003).
To overcome these problems this research
suggests using adjusted product hierarchy,
grain as a dimensionality reduction method.

2.3 Usage of a marketer's knowledge

There have been few research work done
in the area of a marketer's specific knowl-
edge. However, in data mining field many re-
searchers have emphasized the usage of this
knowledge [Adomavicius & Tuzhilin, 2001 ;
Berry & Linoff, 1997; Lawrence et al., 2001].
In particular, Adomavicius & Tuzhilin(2001)
have shown that an explicit participation of
the marketer is required to build more per-
sonalized profiles which can lead to the im-
provement of recommendation quality. The for-
mal use of hierarchies as the most important
background knowledge in data mining is in-
troduced by Han, Cai, and Cercone(1993).
Lu(1997) also deals with hierarchies as one of
the most important background knowledge in
the context of data mining. Brew(1991) and
Mellish(1991) have shown that hierarchies are
important in knowledge representation and rea-
soning. As the size of hierarchies increases,
there is a growing need to represent them in a
form that is amenable to performing operations
efficiently. This paper presents superior advan-
tages of hierarchies at a primitive level.
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3. A Collaborative Recom-
mendation Methodology

3.1 Overall Procedure

The entire procedure of our suggested CF-
based recommendation procedure is composed
of three sub-tasks; data representation, neigh-
borhood formation, and recommendation gen-
eration as shown in [Figure 1].

First, the representation task deals with
customers’ purchase data and a database with
descriptions of products extracted from an off-
line real store. Based on a general architec-
ture of product hierarchy, four types of grain
are suggested considering marketer’'s knowl-
edge. Second, the neighborhood formation task
is conducted using the reduced dimensional
data. Third, the recommendation generation task
focuses on the problem of finding the top-N
recommendedproducts from the neighborhood
of customers. Finally, the evaluation task of

performance is made to determine more effi-

cient grain. Detailed description of each proc-

ess is given at the following subsections.

3.2 Data Representation

The input data is a collection of purchase
fransactions of n customers on m products in
CF-based recommendations. This is represented
as an n Xm customer-product matrix, R, such
that ry is one if the i™ customer has pur-
chased the j™ product, or zero, otherwise. Let's
term R as original data representation.

As discussed in many related work, the
original data representation has some problems
for nearest-neighbor recommendation proce-
dure, such as sparsity and scalability. In this
paper we introduce a method of dimension-
ality reduction based on product hierarchy. An
example of product hierarchy is shown at
[Figure 2].

A product hierarchy plays a fundamentally
important role in the knowledge discovery

process since it represents a particular store
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dependent knowledge. Further, it's very use-
ful since choosing the right levels of the
product hierarchy based on a marketer’s
knowledge leads to improve the quality of
recommendations.

Women's supplies

--Level 0

Clothing Cosmetics Accessories  Leather articles

AR -

knit .- furs  perfume--lipstick  watch' - hat bag-:-shoes -Level 2

RYAWAVAI

B B B B
0 6 6 6 6 8 8 8
0 . 4 4 5 [ 0 [+ I 7
0 5 6 7 8 7 8 6

[Figure 21 A product hierarchy

Several terms related to a product hierar-
chy, such as a leaf node, non-leaf node, root
node, parent, etc., are used under theiroriginal
meanings (Adomavicius et al., 2001 ; Han et
al, 1994 ; Lu et al, 1997 ; Sarwar et al., 2001b).
In Figure 3, “Women's supplies” is a root
node and “Clothing” and “Knit” are non-leaf
nodes. A parent of “B645” which is a leaf nod
is “furs”. A level number can be assigned to
each node in the product hierarchy. The level
of a root node is zero, and the level of any
other node is one plus the level of its parent.
The product hierarchy of [Figure 2] has four
levels, referred to as level 0, 1, 2, and 3.

We suggest a concept of “grain”, which
refers the bottom band of a newly adjusted
product hierarchy. The concept of “cut’pro-
posed by Adomavicius & Tuzhilin (2001) is a
similar to our “grain” concept. They proposed
it as a flexible way for a marketer to examine
multiple rules at a time by grouping similar
rules together. However, we generate a grain

in a different way by grouping leaf-nodes
into an integrated leaf node using a mar-
keter's knowledge or experience. The grain
generating process is performed at the origi-
nal product hierarchy. In this paper, four types
of grains are presented as follows; two types
of flat-level grain, termed ‘Flat 1’ and ‘Flat
2’ respectively and two types of cross-level
grain, termed ‘Cross 3 and ‘Cross 4'. The
number of grains may be varied depending on
the domain. It is discussed in detail below.

Women's supplies

Leather articles

Clothing Cosmeti A

[Figure 3] ‘Flat 1" grain

3.2.1 Grains at flat-level

In this case, a grain is generated on a
particular level of product hierarchy and con-
sists of nodes belonged to that level. There-
fore, this grain is presented in the shape of a
flat band.

Flat-level 1 :In this case we consider non-
leaf nodes at the level 2 as leaf-nodes. The
number of leaf-nodes in our product hierarchy
is 24 which represent classes. Therefore, a
newly generated customer-product matrix
contains the number of products, 24, leading
to the reduced dimensional space compared
with the original matrix. [Figure 3] shows the
generated Flat-level 1 grain. We term this
‘Flat 1’ in our experiments and it is marked
with the shaded box in [Figure 3].
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Flat-level 2 :In this case all the leaf-nodes
of the original product hierarchy are consid-
ered as é grain since constructing a product
hierarchy itself, leading to the dimensionality
reduction. In our case, 876 products are con-
tained. However, this matrix is used as an
original matrix in the experiments only when
we evaluate the performance of recommenda-
tions among grains. This grain is termed with
‘Flat 2’ in the experiments and marked with
the shaded box in [Figure 4l.

Women'’s supplies

Clothing Cosmetics Accessories  Leather articles

knit ... furs  perfume-.-lipstick  watch-..hat bag..- shoes

[Figure 41 ‘Flat 2’ grain

3.2.2 Grains at cross-level

Unlike grains at flat-level, this grain is formed
on the two kinds of levels of product hierar-
chy. This grain is presented in the shape of
cross-leveled band.

Cross-level 3 : Compared to grains at flat-
level, the cross-leveled grains are constructed
to represent a marketer's knowledge and ex-
perience more actively.

Cross-leveled grains are generated at the
level 3, the leaf~nodes of product hierarchy and
at the level 2, the class level of the leaf-
nodes. This process is divided into two steps.
First, amarketer chooses nodes at the level 3

of product hierarchy. So this grain is formed

with nodes, products preferred by customers.
And then to obtain more reduced customer-
product matrix, a marketer adopts a not-leaf
node with 3~5 leaf-nodes as the leaf-node of
that grain, based on his/her knowledge or
experience. With this process, the shape of a
grain may be cross-leveled.

To construct a cross-leveled grain, a mar-
keter analyzes the frequency that is the total
number of products purchased by a customer
in the database. After generating all grains,
we evaluate the performance of each grain
based on F1 measure, which is explained in
detail at section 4.2 and choose the best grain.
The best grain is compared with other grains.
Please refer section 4.4.2 for more detailed
explaination. We term the best grain selected
in the experiment ‘Cross 3'. Various shape of
each grain can be generated like [Figure 5] in
the product hierarchy.

Women'’s supplies

Clothing Cosmetics Accessories Leather articles

knit - furs  perfume ... lipstick,

[Figure 51 ‘Cross 3' grain

Cross—level 4 : In this case, a grain is gen-
erated in a different way compared with the
cross—level 3. Whereas the Cross 3 is made
for the target of all customers, Cross-level 4
is made for a particular target group. To
generate this grain we first select a particular
target customer group and here it is assumed
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that this group is limited to the persons who
purchased luxurious clothing. And then we
analyze the propensity to costume and gener-
ate a grain fitted with this inclination. For
this group, it can be defined as the higher
class. Therefore, this grain consists of leaf-
nodes or non-leaf nodes which represent very
expensive articles such as luxurious watches,
jewelry, furs and so on. This grain is also
generated by using a marketer’'s knowledge or
experience like Cross-level 3 and termed with
‘Cross 4’ in the experiments and marked with
the shaded box in [Figure 6).

In this specification, the proper grain level
depends on product, on its relative importance
for making recommendations and on its fre-
quency in the transaction data. Recent data
mining research has shown that data mining
algorithm usually produce the best results when
product-related transactions are evenly occurred
(Berry & Linoff, 1997 ; Han & Fu, 1994). In
our research, the even transaction distribution
among nodes in the grain is expected to pre-
vent preference ratings from being dominated
by the most frequent products. Hence, one of
heuristic methods of grain generation is to re-
organize or adjust the existing product hier—
archy as a set of nodes with relatively even
transaction distribution.

Women's supplies

Clothing Cosmetics Accessories Leather articles

) Hats  Bags .. Shoes

[Figure 61 ‘Cross 4’ grain

3.3 Neighborhood Formation

In the previous subsection, we have con-
structed adjusted matrices using each grain.
The next step, the most important step in
CF-based recommendations, is that of com-—
puting the similarity between customers as it
is used to form a proximity-based neighbor-
hood between a target customer and a number
of like-minded customers. This process is
learning process for a recommender system
algorithm The goal of neighborhood formation
is to find, for each customer u, an ordered
list of / customers N = {Nj, Ng, -+, N/} such
that v & N and sim(u, Ny) is the highest,
sim(u, N2) is the next highest and so
on (Sarwar et al., 2000).

There are two different aspects of neigh-
borhood formation, the proximity measure and

neighborhood formation algorithm.

Proximity Measure

There are two types of proximity between
two users a and b. One is the Pearson corre-
lation and the other is Cosine measure (Sarwar
et al, 2001h).

These two measures are well known in
most collaborative filtering based recommender
systems.

However, there is a problem in these mea-
sures. If the size of neighborhood is small and
the neighbor of a target customer is matched
perfectly or very similarly, there are few pro-
ducts to recommend. For example, let’'s suppose
that a customer-product matrix in <Table 1>

is as follows.
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{Table 1> customer-product matrix

oD Pro. | A B C D
101 1 0 0 1
102 0 0 1 1
103 1 0 0 1
104 0 1 1 1

According to the correlation and cosine, a
target customer, CID (customerID) 101, has a
perfect neighbor, CID 103. However, if you
intend to recommend any product that isn't
purchased by a target customer, you can find
nothing. Rather, CID 102 and 104 are true
neighbors of a target customer since they
have products that are not purchased by
her/him.

So we introduce a new measure. In this
measure proximity between a target customer,
a and other customer, b prox., is measured as
follows.

PPy Py~ (PP
X
Pa T- (Pame)

DYox 5 =

Here P denotes the number of products a
customer purchased and T the number of total
products.

In the experiments we compare the perfor-
mance and computation time of the new mea-
sure proxs and those of the Pearson corre-
lation and Cosine.

Neighborhood Types

This task is to form the neighborhood after
computing the proximity between customers.
There are several types for neighborhood
formation. Among them, we use the center-
based neighborhood formation. The center-based

type forms a neighborhood of size k, for a
target customer ¢, by simply selecting the 1
nearest other customers (Kim & Cho, 2003 ;
Sarwar et al., 2001b). Using several matrices
generated by grains in Section 3.2, we com-
pute similarity matrices and neighborhood.

3.4 Recommendation Generation

In this subchapter, we produce top-N re-
commendations for a target customer. This
recommendation list is derived from the neigh-
borhood of a target customer. There are several
types of recommendation generation, such as
the most frequently purchased product, the
latest product recommendation, association rule-
based recommendation, and so on. Among
them, we use the most frequently purchased
product. This assumes that the more popular
product means the more buyable product.
This is commonly used in collaborative filtering
based recommendations.

In this step we have two sub-tasks; choosing
top-L classes and producing top~N recom-
mendation list. First, we look into the neigh-
borhood N and then choose top-L classes that
are most frequently purchased by neigh-
borhood. Second, we check their purchase
data and then perform a frequency count of
the products in each class. After all neighbors
are accounted for, this sorts the products
according to their frequency count and simply
returns the N most frequent products as
recommendation that have not yet been
purchased by the target customer (Sarwar, et
al, 2000). Namely, this recommendation list
consistsof most frequently purchased products

in each top-L class. Each top-class returns
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2~3 products as recommendation products. In
this way this recommendation list can provide
more various products to a target customer
and can be another type of cross—selling.

4. Performance Evaluation

4.1 Data Set

We used data from the H department store.
We restrict our experiments to the customers
who purchased only women's supplies in May
2000 and April 2001 and only consider women’s
supplies to construct a product hierarchy.

This data set contains purchase information
of 50,000 customers on 876 products. We ran-
domly selected enough users to obtain 11,414
purchase-records from the database.

Purchase-record in this context is defined
to be a triplet <customer, product, purchase
amount>. We divided the purchase records
into training set and a test set by using the
same 60%/40% train/test ratio. This value
indicates that we divide the 11,414 purchase
data set into 6,848 training cases and 4,566
test cases. The training data was converted
into a customer-product matrix R that had
1,833 rows (e, 1,833 customers) and 557
columns (e, 557 products that were pur—
chased by at least one of the customers).
This matrix is used for the grains ‘Flat 1),
‘Flat 2', and ‘Cross 3. However, ‘Cross 4
using this matrix has a different matrix that
had 616 rows and 503 columns because of its
generation characteristics. In this experiment
we use purchase amount rating. So each entry
ri; represented the rating of the ith customer
on the jth product. We also take another
factor into consideration, the sparsity level of

this data set. For the data matrix R this is
defined as 1 (nonzero entries/total entries).
The sparsity level of this data set is 0.9888.

4.2 Evaluation metrics

Recommendation procedure research has
used several types of measures for evaluating
the quality of recommendation. Among seve-
ral measures there are two metrics used in
the information retrieval (IR) community, recall
and precision to evaluate top-N recommen-
dation (Kowalski, 1997). We start by dividing
our data set into the training data set and the
test data set. These algorithms work on the
training set and generated a set of recom-
mendations, the top-N set. Our goal is to look
into the test set and match products with our
top~N set. Products that appear in both sets
are members of a special set called hit set.

These two metrics are computed as follows
(Sarwar et al., 2000).

Recall - For recommendation experiments,
we define recall as the ratio of hit set size to
the test size, i.e., recall = size of hit set/size
of test set which can be written as followes,

; hit set top— N
Recall = size of hit sei _ test{ \ top

size of test set | test|

Precision : In the context of the recom-
mendation precision is defined as the ration
of hit set size to the top-N set size, ie.,
precision = size of hit set/size of top~N set
which can be written as follows.

size of hit set

Precision= size Of top N set
_ test(\top— N
IV
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But these two measures are often conflic-
ting in nature (Sarwar et al., 2000). For example,
increasing the number of N tends to increase
recall but decreases precision. Therefore we
introduce the standard ¥1 metric (Yang et al.,
1999) that gives equal weight to both of them.
This formula is corhputed as the following.

2*Recall * Pr ecision

Fl= Recall + Precision

We compute F1 for each individual and
calculate the average value to use our metric.

4.3 Experimental methodology

4.3.1 Experimental platform

For our experiments Window 98 based PC
having Intel Pentium I 450 was used. Its
CPU is 450MHz and RAM 128MB. The pro-
gram to perform our experiments was program-
medby Visual Basic 6.0. Under these conditions
all the experiments were performed.

Data set was converted to be used in the
program as follows. Four tables among many
ones are presented; a ‘transaction’ table of all
customers, ‘taxonomy’ table to construct a
~product hierarchy, a ‘rating’ table showing
purchase amount, and ‘a marketer's grain’
table to construct ‘Cross 3’, adjusted product
hierarchy. Using these kinds of tables, we

performed all the experiments.

4.3.2 Experimental steps

In this section several terms of experiments
are presented before we evaluate the perfor-
mance of all grains and recommendation quality.
The ratio of training set is fixed at 60% and
running counts of each experiment is 20

times. The evaluation metric, Fl, is computed
for each customer and then we use the
average value as our metric. proxs is used to
form neighborhoods.

Before the main experiments are performed,
two experiments are conducted as follows.
We first evaluate the performance of each
grain generated by the process of ‘Cross 3’
and fix the number of neighbors at 250 and
choose the best grain among them.

Here the threshold value of each grain ter-
med with ‘marketer’ is 20, 30, 50, 100 and 150
respectively for marketer 1, 2, 3, 4, and 5.
After performing the generation process of
‘Cross 3, the leaf-nodes of each grain were
44, 44, 43, 40, and 35 respectively. As we can
see from [Figure 7], ‘marketer4’ having the
threshold value of 100 produces the highest
quality in recommendations. This indicates that
the purchase pattern or preference is repre—
sented well in this grain. So we use this grain
as ‘Cross 3. For the rest of the experiments
‘marketer4’ is used as ‘Cross 3.

W v v,

0.1 UNRE 0112 0113 0114 0115
F1

‘B marketer1 Bmarketer2 Bmarketer3 Mmarketer4 marketer5 ]

[Figure 7] Recommendation quality using 'Cross 3'

Second, we are interested in determining
the number of recommendations which enhances
the quality of recommendations. We fixed the
size of neighborhood at 250, As we can see
from [Figure 8](a), the peak of the number of
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recommendations in each grain is 10. Unlike
our expectation, the quality of recommen-
dations becomes worse after 10.

Here we can observe similar shapes of each
grain from [Figure 8)}(a). However, the grain,
‘Cross 4’ representing a marker's knowledge
and experience is better than others in Fl
value. This means that the usage of a mar-
keter’s knowledge produces better performance
in recommendations.

We can also know that what products a
customer bought from the recommendation
list in [Figure 8](b). After you select a certain
customer and press the button of ‘Analysis’
in the program window, the results, such as
the number of hit set and the detail of pro-
ducts. For example, choosing and analyzing a
customer who has an ID 10726, we can see
she/he bought 3 products from the recom-—
mendation list. These products are marked
with “x*”,

iz
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[Figure 8] Results with the number of
recommendations

Using the number of recommendations, 10,
we perform all the experiments in the following.

4.4 Results

We present several experimental results
using our adjusted product hierarchy to com-
pare these performances with that of original
product hierarchy at the level 3 termed with
‘Flat 2'.

44.1 Results with the performance of

each measure

So far the Pearson correlation and cosine
measure are well known and preferred in the
proximity measure of the neighborhood forma-
tion. These measures make recommendations
at the level of products in the hierarchy but
our algorithm at the level of classes of pro—
ducts. In addition, these measures cannot solve
the problem of perfect or very similar mat—
ching between a target customer and another
customer.

These characteristics required another mea-
sure for our experiments and therefore we in-
troduced a new measure proxs mentioned in
Section 3. Here we look into the efficiency of
proxa among them. We experimented to inves-
tigate the performance of each measure and
the computation time taken to find neighbors.
We used a grain, ‘Cross 3 and fixed the
number of recommendations at 10. The re-
sults are below.

As our expectation, a new measure is better
in the performance than other measures and
reaches its peak earlier than others for the
neighborhood size up to 30. After a value of
30, its performance is almost the same with
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[Figure 91 Results with the performance of each
measure

others. Namely, in this range of neighborhood
size there isn't a great difference among
them. In addition, considering very fast com-
putation time, the performance of a new mea-
sure is much better. Let's see the compu-
tation time of the [Figure 9](b). The unit of
computation time is a minute and the value of
each measure in computation time indicates
the average minute it takes to recommend
products to all the customers. This shows the
efficiency of our new measure and this effi-
ciency is shown in all grains. In particular, it
takes much less computation time than other
measures in the entire range of neighbor-
hoods. The computation time of this measure
grows with an increasing number of neigh-
borhood size like others but it is two or two
and a half times faster than those of others.
This also leads to inexpensive experiments
and can deal with numerous data sets under

the condition of this measure.

4.4.2 Results with the neighborhood size

As the size of neighborhood affects the
performance of recommendations, we conducted
an experiment with varying neighborhood size.
These results are shown in [Figure 10].

[Figure 10)(a) indicates that the size of
neighborhood has impact on the recommen-
dation quality. The F1 value continually in-
creases as we increase the number of neighbor-
hood. In particular, it rapidly increases in the
range of 10~50. However, the increment in
F1 value becomes dull and maintains a little
constant value after a certain point. In general,
each grain's peaks are reached in the range of
220~250. But each grain shows a little different
aspect in reaching itspeak. Consequently
this experiment indicates that the size of

neighborhood affects the quality of recom-

mendations.
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[Figure 10] Results with the neighborhood size
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As we can see from [Figure 101(b), there is
a difference among grains. Grains of Cross 3
and 4 have a higher value. In particular, the
grain of ‘Cross 4 is better than others in F1
value. This tells us that the usage of a
marketer’s knowledge can improve the quality
of recommendations and represents custo-
mers preferences well. It also leads to very
reduced dimensional matrix so that it takes
less time to perform this experiment. In this
case we fixed the size of neighborhood at 220.

4.4.3 Results with the level of sparsity

As we discussed in chapter 1, one of the
problems in collaborative filtering algorithm is
sparsity. Sparsity can result in poor quality of
recommendations and the high level of
sparsity requires much computation time. To
overcome this problem, we varied the mini-
mum number of purchased products, that is,
frequency. We fixed the number of frequency
at 10, 20, and 30 respectively. Here the frequen—
¢y 10 means that it considers persons who
purchased above 10 products and this is the
same with the frequency 20 and 30. In this
experiment we used a grain, ‘Cross 3’ as this
grain was higher in F1 value and required
less time to compute F1 value than other
grains. And we fixed the number of recom-
mendations at 10 and used our new measure.
We now present the results of these experi-
ments as follows.

This graph indicates that F1 value in-
creases as we increase the number of fre-
quency and the graph of frequency 30 is
better in the quality of recommendations than
others. In this result, the level of sparsity at
frequency 10, 20, and 30 is 0.9784(679 cus-

tomers and 520 products), 0.9654(262 cus-
tomers and 453 products), and 0.9505(111 cus-
tomers and 379 products) respectively. There-
fore, [Figure 11] shows that the lower the
level of sparsity is, the higher the F1 value is.

Namely, in the lower level of sparsity a re-
commendation procedure can make better recom—
mendations for a particular customer. Further-
more, it can save much computation time. For
the future experimer{ts using the matrix made
at the frequency 20 is recommended, con-
sidering customers at the level of frequency
30 are too small, namely, 111 out of 1883
customers to form enough neighbors of a
target customer. Therefore, the frequency at
30 cannot give a target customer a wide
range of recommendations. Furthermore, in
the aspect of scalability the computation time
at frequency 20 is comparable to that of fre—

quency 30.
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[Figure 11] Results with the level of sparsity

4.44 Result summary and suggestions

We reached the following facts through the
results of experiments. First, the more the
number of recommendations is, the less the
quality of recommendations. Second, a new
measure proxes 18 more efficient than the

Pearson correlation and cosine for our experi-
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ments. Third, the neighborhood size affects
the performance of recommendations. The F1
value continually increases as we increase the
number of neighborhood. However, the incre-
ment F1 value becomes dull and maintains a
little constant value after a certain point.
Fourth, the level of sparsity is also a major
factor affecting the quality of recommenda-
tions. In the lower level of sparsity a recom-
mendation procedure can make better recom-
mendations and save much computation time.
Fifth, comparing the performance of grains
with that of original product hierarchy, grains
produce better performance in recommenda-
tions. In particular, ‘Cross 4’ has higher value
than others in F1 value. This shows that a
marketer’s participation improves the quality
of recommendations and requires less time to
perform experiments.

Unlike our expectation, the usage of adjust-
ed product hierarchy, namely cross-level grains
cannot product much better performance in
recommendations. There seems to be many
factors in causing these results. Among them,
the following factors may lead to a little un-
satisfying result. First, only transaction data
1s included in the experiments. Transaction data
plays the most important role in recommend-
ing certain products to someone but it can't
represent all the characteristics of a customer.

Second, the total number of customers used
in this experiment is not enough to gain more
accurate information and the distribution of
customers highly concentrates in the clothing
field. This aspect may result in some poor
quality of recommendations. Third, it is re-
quired to have more running counts than twen-
ty times. The more running counts, the more

accurate results.

Based on our experiments, CF algorithm
using other dimensionality reduction methods
is necessary to be developed, and will be in-
teresting to be compared with our suggested
algorithm. The experiments will be performed
at diverse situations with numerous product
domains, large customer set and long time
range. Furthermore, considering counts of
product purchase, Web data, and demographic
information is also necessary to improve the
performance of CF algorithm and to lessen
the sparsity problem.

5. Conclusion

Recommender systems are a powerful new
technology for extracting additionalvalue for a
business from its customer database. These
systems can help customers find products
they want to buy from a store. One of the
most successful recommender technologies is
collaborative filtering. However, the limitations
of collaborative filtering may lead to the poor
quality of recommendations.

In this paper we identified the problems of
collaborative filtering techniques and showed
how these problems can be addressed through
our methodology. Our results show that the
usage of a grain hold the promise of allowing
CF-based algorithms to scale to large data
sets and at the same time produce high qual-
ity in recommendations. This paper stresses a
marketer’s participation in the recommenda-
tion procedure since she/he as an expert in
the marketing field has specific domain knowl-
edge or experience and the usage of a new
measure proxs in collaborative algorithms.
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The performance of adjusted product hierar—
chy was better than the original hierarchy,
especially in a marketer's grain, ‘Cross 4.
And also the usage of a new measure proxas
leads to very fast computation time. This mea-
sure may process numerous data sets and save
much computation time and cost in experiments.

As we can see the above, dimensionality
reduction using adjusted product hierarchy is
proven to be very effective technique, which
leads to improvement of recommendation quality.
In particular, a marketer’s participation in this
procedure affects the recommendation result
and produces much better performance in re-
commendations. The suggested methodolgy is
based on the product data which is repre-
sented by a hierarchy. However, all data is
not represeted by a hierarchical structure. For
example, if the dependancy of product data is
so strong, our suggested methodology is not
applicable without modification. Therefore, the
methodology is effective on the domain that
is suitable to be represeted by a hierarchical
structure. To obtain more effective and effi-
cient recommendation methodology, it is neces—
sary to compare this methodology with others,
such as content-based filtering and association
rules and to conduct a real campaign to cus-
tomers using it and evaluate the performance.
We hope that our suggested methodology may
be a useful application to many cases and our
experimental results will help develop better
ideas for more effective use of this infor-

mation.
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