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A Smooth Playing Mechanism for Multimedia
Synchronization in Mobile Environment

Keun-Wang Lee*, Gi-Sung Lee'

ABSTRACT

In this paper we propose a Mobile Petri-net Model (MPM) as a new specification model including
the QoS parameter that minimizes the transmission delay time. In MPM, we propose a playing time
algorithm for supporting the seamless presentation and the smooth playing. The proposed model has a
higher guarantee of QoS such as playing time than the previous work.
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1. Introduction

The interest in multimedia services coupled
with a growing high-bandwidth structure has
increased in the area of wired communications.
Recently, with the advancement in wireless com—
munication systems and portable computing tech—
nologies, demand for Mobile Multimedia Services
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(MMSs) is increasing in the area of wireless
networks, such as data transmission, video trans-
mission, WWW access[1-3]. MMSs are a complex
concept of wireless extensions of wired multimedia
services and mobile specific multimedia services.
That is, MMSs are to add user mobility to
multimedia services in wired networks{4].

The synchronization in the networks has been
continuously studied, but it is scarce of study in
mobile networks. In mobile networks, a Mobile
Host (MH) has small memory, and a Base Station
(BS) supports more the limited resources as
compared with the sites in the networks. Moreover,
a mobile communication system has low power,
and must provide high-quality access with the
MH. Consequently, the synchronization in mobile
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networks is more complex than that in wired
networks. In particular, because of the small
memory and the limited resources, the MH may
suffer from either the buffer underflow or the
buffer overflow. Therefore, an adaptive syn-
chronization method is needed for ME.

The previous works have been done in de-
scribing the synchronization model for multimedia
applications[5-10]. Among those, Petri-net based
specification models provide a good method to
specify temporal relationships. The integration of
various media and the definition of QoS re-
quirements should be supported and easily de-
scribed. However, previous extended Petri-net
based model like the Object Composition Petri-net
(OCPN) and the Real Time Synchronization Model
(RTSM) have some constraints in modeling the
QoS parameters of both intramedia and intermedia.

In this paper we propose a Mobile Petri—net
Model (MPM) as a new specification model in-
cluding the QoS parameters that minimizes the
transmission delay time. The proposed mechanism
is composed of a two-step synchronization. First,
we propose a model which satisfies the demand
conditions for the synchronization between media
streams during their transmission and presen-
tation. All real-time applications have the limited
condition such as the delay time between media
data and QoS for synchronization between media

t2

data. Second, a playing time algorithm is con-
sidered for supporting the seamless presentation,
which does not keep closely the periodic playing
time and smooths the media streams that is

sensitive to time.

2. Related Work

At the time of creation of multimedia infor-
mations, a user needs a model to specify temporal
constraints among various data which must be
observed at the playing time[3]. Such specification
models are the OCPN and RTSM which are a
timed Petri-net.

OCPN model has been proved to have the ability
to specify any arbitrary temporal relationship
among media and it may be applied to both stored
data applications and live applications[3,5]. The
OCPN model weakly describes temporal rela-
tionships with synchronization between media at
an object level. Multimedia application that are
comprised of video, audio and text object can be
expressed by the OCPN technique that is shown
in Fig. 1. Generally, audio data is very jitter sen—
sitive and cannot tolerate random delays between
frame segments; hence, delay between audio
frames may result in unrecognizable audio quality.
In contrast, some extent of random delay between

video frames may be acceptable in video data.

t4
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text, A ' audio

Fig. 1. An example of OCPN model
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Therefore a late transmission of video frames does
not influence the QoS.

When taking the real-time multimedia and the
random delay of packet/cell networks into con-
sideration, the OCPN and other Petri-net based
models are not sufficient to deal with the late
transmission of packets. Here, we define the late
transmission of a packet to be that packet that fails
to reach its destination in time and should be
dropped. We explain the insufficiency of the OCPN
model that is shown in Fig. 1. A delay of video
objects in the OCPN model will give an impact on
playing out an audio object. Such a delay of audio
objects in a real-time application will cause a
significant degradation of its QoS.

RTSM is introduced to guarantee the QoS of
real-time applications on the delay of intermedia.
A jitter-sensitive audio object is defined as a key
medium and represented as enforced placel6).
However it is possible that a real-time constraint
is exceeded due to the delay of key medium itself.
If the text object is one of the key media in Fig.
1, it is assigned an enforced place just as an audio
object. Once one of the enforced places is un-
blocked, each transition of the RTSM is fired.
When an audio object is unblocked, the transition
is fired, even if the text object is still activated.
Therefore, the text object is not guaranteed to
display its content. When the transition is fired in
the RTSM model, the remaining part of the other
medium is dropped. That is, when taking a random
delay into account, it is not sufficient to deal with
the late transmission of packets, and it is also
insufficient in modeling the QoS parameters.

3. Mobile Petri-net Model (MPM)

The explosive growth of Internet access in
parallel with technological advances has motivated
mobile computing and multimedia applications in
mobile networks. We assume that Multimedia
Servers (MSs) on the Internet act as repositories

for multimedia applications orchestrated according
to the synchronization model such as OCPN model.
A MS searches the requested data from its da-
tabases and transmits it to the BS. Fig. 2 shows
the mobile system structure.

Multimedia data consists of many multimedia
objects: a unit of synchronization, which are
stamped with the current local time to allow a BS
to calculate a round trip delay, jitter and inter-
arrival time, during which the MS transmits mul-
timedia objects. The multimedia objects need to be
buffered at the BS for carrying out synchronization
as interface between the Internet and mobile
networks. ME consists of three parts: MSs, BSs
and MHs. In addition to the conventional functions
of the BS such as frequency resource management
and error control, the BSs in the mobile multimedia
network have the additional function such as
synchronization, rate matching, etc. The MH must
access MSs over the Internet through the BS.

As shown in Fig. 2, multimedia data is trans—
mitted from the MS to the BS. After buffering the
multimedia data in order to smooth inter-packet
jitter delays that occurs on Internet, the BS then
transmits the synchronized data to the MH.

Land-based
Network

Mobile Network

ANatebook

& Multimedia
Camera Server

| Phone ~
2
Speaker >MP

Fig. 2. Mobile Multimedia System Structure

3.1 Definition of MPM

In the MPM model, the definition to specify
Petri—net model in any BS is the following thing.



A Smooth Playing Mechanism for Multimedia Synchronization in Mobile Environment 197

The MPM model specified by the tuple [P, T,
K, A, DIFF, R, D, J, Re, M]
where

P = pi, p2, pns Regular places (single circles),
T =t1, ts, , tm ; Transitions,
K = ki, kz,, ki, Key place,
A (XXT)U(TxX) —1,I=1, 2,3, ..., Directed
arcs.
X = P U K ; All places.
DIFF : X — Realnumber ; Difference between
maximum duration time and actual duration time
R X — Realnumber ; Relative duration time
D : X — Realnumber ; Maximum duration time
of places.
J ° X — Realnumber ; Maximum delay jitter
Re: X —r, rz2, .., rc, Type of media
M:X —=1 I=0 1 2, State o places.
Each place may be in one of the following states:
0: no token
1: token is blocked Cross in the place.
2: token is unblocked Dot in the place

Places are used to represent a medium unit and
their corresponding actions. The place can have
tokens. A place without token means that it is
currently inactive. A place with a token is active
and could be in one of the two states; blocked or
unblocked. When a transition is fired and then a
token is added into a place, the action of the place
is executed, and the token is blocked before
finishing the action. The token is unblocked after
finishing. Each place has some parameter that
determines its relative importance compared with
other medium. Two factors, the importance of the
medium and the jitter-sensitivity of the medium,
should be considered in deciding the time medium
with the absolute time and the multiple key media

parameter.

3.2 Firing Rule of MPM

Firing rules of the MPM model are described as
follows: 1) Firing occurs immediately if the end of

a time medium is done. 2) A transition £ fires
immediately when the arrived key medium places
contain an unblocked token. 3) Upon firing, a set
of backtracking rules is exercised to remove tokens
from their input places. 4) the transition ¢ removes
a token from each of its input places and adds a
token to each of its output places. 5) After
receiving a token, the place pj remains in the active
state for the interval specified by the duration j.
During this interval, the token is blocked.

The MPM model can easily represent the
synchronization procedure between streams and
events, and determine the playing conditions by its
precedence relations by correcting the problems of
OCPN model and RTSM model. The simulation
procedure for a MPM playing algorithm is sum-
marized as follows. It starts from the early marking
{M(p) =1, V3 : Alp;, t) > 0). That is, all active

transitions are fired and create a new marking.

Algorithm Playing

Playing( ) {

Mp) =1, Vj : Alp, t) > 0

key medium decision {

if ( T end) or ( Vkey medium playing ) then

if M(pp) < 1, Vj: A(p;, t) > O then

G fire, Ay, py) > 0 )

M(p) = M(py) - 1, Vj: Alp;, t) > 0
Mpe) = M(pw) + 1, Vk : Alti, px) > 0 }
}

As described in firing rule (3), if the transition
ti is fired before removing a token from its input
place, the backtracking is performed for removing
forcibly the remained tokens. That is, the back-
tracking is executed for the places without
token in the input place of the corresponding trans-

ition ti

3.3 Concept of Multiple Key Media and
Time Medium

In MPM, there are two kinds of places as regular
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places and key places. To differentiate a key place
from regular places, a double circle is drawn for
key place as shown in Fig. 3 where the transition
ts 1s fed by two regular places, V3 and Tx; and one
key place, Aui.

The firing rule about key places is that once
multiple key places get unblocked, the transition
following it will be immediately fired regardless of
the states of other places feeding this transition.
Therefore, if Au; becomes unblocked in Fig. 3, the
transition £y will be immediately fired regardless of
the states of V3 and Tx;. At the same time, tokens
in the places before the transition &, such as Vi,
Vo, V3 or Tx;, must be cleared since these places
are obsolete due to the firing of t. We call this
action of clearing all obsolete tokens backtracking,
since the action is backtracked from the fired
transition in MPM. In this way, the synchro-
nization anomaly due to late transmission is solved.

Time medium is a virtual medium and normally
contains a deterministic duration of time which
specifies the real-time constraint between two
transitions. Since all media are transmitted across
the network, it is also possible for the multiple key
media to suffer a long delay such that its real-time
constraint is exceeded. Fig. 3 is still waiting for
its packets due to late transmission while its
real-time constraint has expired. In such a case,
it is reasonable to fire the transition ts to activate

Aug, Vqand Txg instead of waiting for Au; in order

to maintain the quality of audio.

4. MPM Including the QoS Parameter

Each place p; has time-related four parameters
Tar, Tr, Ta, and 7; as well as key medium in order
to handle QoS parameters for intermedia syn-

chronization. 7, is arrival time of media. r, is

maximum delay time. 7, represents a relative
duration time to playout an arrived media. P,, is
maximum size for media to playout during a
duration time. P, is arrived size during a
smoothing buffer delay. P, represents a playout
rate of P,/ P, t,is the duration time for which
a playout or a display of a media. z,-, is relative
duration time of audio. r4y is the time difference
between a duration time and a relative duration
time. r,_,, is relative duration time of other media
except audio. 7; is the acceptable maximum delay
jitter time between each medium. r,_,, is playout

time of media.
Algorithm that decides the relative duration time

is the followings.

RalativeTime( } {
if T <= 1, then
T, = Tb;

else {

Pre=Pu* Ty | Tpa s
P=P, [ P,,

Y ! Video object

Au @ Audlo object

Tx: Text object

Fig. 3. MPM with the QoS Parameter
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Z',:P,x T4 s

}

Jitter-compensatory time algorithm is the

following.

JitterTime( ) {

T ,—, = relative_duration_time(Au);

Tagg = Ta~ Ty

while media then {

:= relative_duration_time(m);
7, then {

wait ( gy )

Trm

if T giff <=

Tromp = Trea b Tagp )
else {
wait ( 7;);
Ty = Tpog ™ Tj )
}

}

Fig. 3 presents the MPM with QoS parameter.
Inter-media skew value 0 means that the two
media streaming is completely synchronized. For
instance, it can be considered as the synchronized
state if it is within 80ms between audio and video
streams. If skew value 80ms is applied to key
medium of audio, the maximum delay jitter z; will

be destroyed, which will result in degrading the
audio quality. Because the maximum delay jitter
of the audio within media is 10ms, waiting longer
than 10ms could be a factor that destroys the audio
quality. Therefore, r; is compensated by means of
applying the maximum delay jitter z;
Maximum delay jitter 7; represents the
maximum delay jitter of the place pi.. The delay is
an interval between medium i and medium i+1, and
it is used to obtain the better quality of service by
additionally playing out as much as the time of the
maximum delay jitter. Audio medium 4y re-
presents a time difference between maximum
duration time and relative duration time. Video
medium 744 is a result of a jitter-compensatory

time algorithm and it is obtained from comparing
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T With 1, of audio medium. Applying max-
imum jitter delay not only improves QoS but also
has an effect on compensating a time of playing
out a place except key medium.

Transition ¢ is fired only by A; with key
medium among input places in Fig. 3. Let’s assume
that it takes 135ms for audio object and video
object to reach the destination transit. A relative
duration time of audio object will be 115ms ac-
cording to a relative duration time algorithm and

7 4 Will be 10ms by a jitter-compensatory time
algorithm, which means that audio object will wait
as much as 10ms because it does not exceed the
maximum delay jitter of 10ms. Video object 44

will take a smaller one between r 4y and 7, of

audio object. The relative duration time of video
object will be 115ms by the relative duration time
algorithm.

10ms from an audio object is added to 115ms
of relative duration time of video object. Video
object can be compensated in cases that the total
time added with 745 of video object does not

exceed 125ms. That is, video object can be
compensated as much as 10ms because it does not
exceed 125ms. If jitter is not considered, the delay
of audio and video object gives a bad impact on
playing a next frame, while a proposed jitter-
considerable scheme results in playing a next
frame efficiently. Symbols used in a playing policy
is the following. P, is the number of media frames
to be played out during the maximum duration
time. r,_is the frame time to be played out from
each media. M. is the number of frame arrived in
the current media. rz, is playing time of a video
frame. 7,-;is smoothing playing time of a media.
A smoothing buffer 125ms is used at the BS to
avoid jitter delay in applications. The delay of a
smoothing buffer can be acceptable to video
conference, tele-teaching and real-time appli-
cations. The playing time algorithm is the fol-

lowing.
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Algorithm Playing Time
PlayingTime( ) {

While media then

Tpy =Tqg / Dn s

Me = Ty /Ty s
M = INT (M) ;

Ty '= Ty / M

Tyr =7, X Mc
}

The display of the frames for duration time is
defined as playing control. Note that a frame is not
always playing out within the exact time interval
whenever a frame buffer is available. The previous
playing control skips simply the frames that do not
arrive within the maximum delay time of a
smoothing buffer. However, if the frames are
skipped frequently, some scene is unnatural, so
user will prefer to reduce the number of the omitted
frames for a smooth movie rather than to increase
the number of the omitted frame for the stick
playing.

In case that the playing time loss is incurred
because the network states and the alternation of
average delay for duration time, we try to com-
pensate for the video loss by changing the playing
time of video. In case that audio and video contains
the playing data of 90ms and 125ms, respectively,
only video framelO0ms is presented because audio
is defined as key media. This means that the loss
of the playing time of 25ms video frames occurs.
Playing time 90ms of audio divided by the number
of frames gives 30ms. However, if it is com-
pensated for the maximum delay jitter, and then
divided into the number of frames, the playing time
becomes 33ms.

5. Performance Evaluation

Media format used in the simulation is in the
following. The 1Kbytes audio data is encoded by

the PCM encoding scheme, and resolution of video

frames is 120% 120. Note that the number of video
places corresponding to one audio place is random
due to the following reason. At the BS, the ap-
plication gets one audio packet from the audio
device every 125ms, and it gets one, two or third
video frames from the video frame grabber, which
is determined by the run-time processing overhead
of the operating system.

In the paper, the simulation environment is set
to the MH in ME. The sample data to be used in
the simulation are generated by the Poisson proc-
ess and the network jitter delay is equally applied
to all media. The number of media is limited to two
types for comparing the performance. Notice that
the delay value generated by the normal dis-
tribution is forced to be within the range (that is,
0.5*mean to 4*mean) in the program to make the
delay values more realistic. The number of
transitions 1s set to 200 and the maximum delay
jitter is 10ms. On the purpose to verify the al-
gorithm, the OCPN and RTSM are also evaluated
in the same simulation environment. The playing
rate of the proposed delay jitter scheme based on
the maximum delay jitter time is compared to the
existing methods. The efficiency of the proposed
scheme is observed by being comparing with the
playing rate of the different models, in case of the
normal and abnormal arrival of audio streams to
the BS, respectively. It is assumed that the average
delay is 100ms and the variance is 20ms in case
of audio streams with delay. Fig. 4 shows the result
in case of the normal arrival of audio object and
the late arrival of video object. We can see that
the proposed MPM model presents smoothly video
object better than the RTSM and OCPN.

In Fig. 5, the comparison of the playing time of
the three models is plotted against the translation
number in case of the late arrival of an audio object
and the normal arrival of video object. That is,
when an audio is delayed, it shows the improved
result than other models by adopting the proposed

relative duration time algorithm.
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Fig. 4. Simulation resuit in case of abnormal video
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Fig. 5. Simulation result of abnormal audio

In Fig. 6, the comparison of the playing time of
the three models is plotted against the translation
number in case of the late arrival of two media.
That is, when an audio and a video object are
delayed, it represents the duration time of the
OCPN and RTSM model, and shows the duration

130 1

<
T

90

playing time(ms)

70
1 12 23 34 45 56 67 78 89 100111122133 144

transition number

Fig. 6. Simulation resuft of two abnormal media

time of MPM model is improved than that of other
models by adopting the relative duration time for
two media.

Fig. 7 shows the comparison result of the play-
ing time of the RTSM and MPM model; the RTSM
model without applying jitter, the proposed models
with applying delay jitter and smooth the duration
time. As a simulation result, we can see the playing
time of the proposed model is shorter than the
RTSM model.
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Fig. 7. Comparison result of playing time

6. Conclusions

In this paper we have proposed a new speci-
fication model to describe the QoS parameter and
the delay time between media data in ME. The
proposed MPM has a distinct property that allows
QoS parameter. This is very important since most
of applications represent without QoS in ME. In
summary, the contributions of this paper are listed

in the following.

1) The MPM to describe the QoS parameter for
inter-media synchronization in ME is proposed. 2)
The concept of multiple key media in the MPM for
synchronization control is suggested. 3) The con-
cept of time medium associated with multiple key
media to deal with late transmissions of multiple
key media is suggested. 4) The slave media stream

is presented smoothly by using a playing time
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algorithm for supporting the seamless presentation
and the smooth playing.

The proposed model supplies flexible description
of the temporal relationships among various media.
This model can provide modeling specifications
from the live applications to the pre-orchestrated
applications in ME. The MPM model adaptively
manages the waiting time of smoothing buffer,
which leads to minimize the gap from the variation
of delay time and it results in naturally playing to
MH. Also it is suitable to the system which
requires the high guarantee of QoS, and improves
QoS such as decrease of loss rate and increase of
playing rate.

In future work, Many issues need to be a
specified model which includes time constrained by
handoff procedures to satisfy real-time require-
ment of multimedia data and the modeling of mul-
timedia, which are expected to provide new impact
on the MH.
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