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ESTIMATION OF THE DISTRIBUTION
FUNCTION FOR STATIONARY RANDOM
FIELDS OF ASSOCIATED PROCESSES

TaE-SuNe KM, Mi-Hwa Ko? AND YEON-SUN Yoo

ABSTRACT. For a stationary field {X;,j € Z4} of associated ran-
dom variables with distribution function F{z) = P(X1 < z) we
study strong consistency and asymptotic normality of the empirical
distribution function, which is proposed as an estimator for F(z).
We also consider strong consistency and asymptotic normality of
the empirical survival function by applying these results.

1. Introduction and notation

A finite family {X;,1 < ¢ < n} of random variables is said to be

associated if for all coordinatewise nondecreasing functions f, g : R" —
R

(1) CO’U(f(Xlﬁ' v ,Xn):g(Xla‘ v 7Xn)) Z 0)

where the covariance is defined. An infinite family {X;,7 > 1} is asso-
ciated if every finite subfamily is associated. The concept of association
for random variables was introduced by Esary, Proschan and Walkup
(7).

Associated families occur frequently in probabilistic models in statis-
tical mechanics, including the percolation model and models for ferro-
magnetism (see the discussion in [8]). The concept of association is also
very useful in reliability situations where the random variables of inter-
est are very often not independent but are associated. The asymptotic

Received May 28, 2002.

2000 Mathematics Subject Classification: 60F05.

Key words and phrases: empirical distribution function, associated, random field,
asymptotic normality, estimator, survival function.

tThis paper was partially supported by Korea Research Foundation Grant (KRF-
2002-042).

¥This paper was partially supported by Statistical Research Center for Complex
Systems, Seoul National University in 2003.



170 Tae-Sung Kim, Mi-Hwa Ko and Yeon-Sun Yoo

properties of associated random variables have been studied by New-
man ([8], [9]) and Birkel ([2], [3]) among others. They observed that in
any asymptotic property of associated random variables the covariance
structure plays an important role. Bagai and Prakasa Rao ([1]) have
studied the estimation of the survival function for stationary associated
processes by using these asymptotic properties. In this paper we will
extend this estimation to the associated random fields.

For a positive integer d, let Zi be the lattice of all points in R%
having positive integer coordinates, and for each n = (n1,---,nq) in
Z2, let X, be a real-valued random variable defined on an underlying
probability space (2,.4,P). Thus, what we are dealing with here is
a random fleld {X,,n € Z%} whose elements take values in R. For
v and v in RY u < v means that u; < v;, 4 = 1,---,d, and these
inequalities are all strict for u < v. For n = (n1,- -+ ,ny), let |n| denote
the product n; X --- x ng. The norm, ||n| of n is taken to be |n| =
max{|n;|, ¢ =1,---,d}. Let 0 = (0,0,---,0) and 1 = (1,1,---,1). A
function f : R — R is said to be increasing (that is, nondecreasing),
if f(u) < f(v) whenever u < v. Finally, for any nonempty subset A of
{1,---,m}, let R4 denote the cartesian product of |A| copies of R. All
random fields in this paper are collections of random variables indexed
by Z% and are assumed centered and stationary i.e. E[X;] =0 and the
distribution is invariant with respect to translations of the indices by
the group Z%. A random field {Xn,n € Z%} is said to be associated if
for any finite subset A C Z‘_f_ and for all coordinatewise nondecreasing
functions f,g: R4 — R Cov[f(Xy, k € A), g(Xg, k € A)] is nonnegative
where the covariance is defined. In the following, let {X,,n € Z‘i} be a
stationary field of associated random variables with distribution function
F(z) = P(X; < z) or equivalently, survival function F(z) = 1 — F(x)
and define the empirical distribution function F,(z) by

B@ = o Y Y

[ 1<j<n

1 ni nd
(2) = ny X - Xng ZZY(JI”-M)(:E)’
Ji=1  jg=1
where j = (j1, -+ ,Ja), In| =n1 X -+ xng for n=(n1,---,ng) and

(1 ifX; <z,
(3) Yjz) = { 0 otherwise.
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We propose Fy(x) as an estimator for F(z) and derive the strong
consistency and asymptotic normality of Fj,(z) by using the moment
inequalities of sums of associated random fields in Bulinskii ([4]). We
also apply these concepts to the survival distribution for a stationary
field of associated random variables and generalize the results of Bagai
and Prakasa Rao ([1]) to the random fields.

2. Preliminaries

LEMMA 2.1. (Bagai, Prakasa Rao [1]) Suppose X and Y are associ-
ated random variables with bounded continuous densities. Then, there
exists a constant C' > 0 such that for any T > 0,

supry{PIX < 2,Y <y| - P[X <z]P[Y <y}
(@) < CIT*Con(X,Y) + 7).

Let us define for a stationary field {X;, j € Z1} of associated random
variables and n € Z, the coefficient (see [6])

(5) wn)=2 Y Cov(Xy,X)),
FilljliZn+1
where | j ||= maxi<g<q || jx || for j € Z4.
From Corollary 1 of Bulinskii ([4]) we have the following result:

LEMMA 2.2, Let {X;,j € fo_} be a stationary field of associated
random variables with zero mean. Let

(6) E|X,|™*® < oo for some r > 2,8 > 0,
(7) u(n) = O(n™") for some v > 0.
If £ >n(l—vé(dn)™Y)/(r—6-2) and 0 < v < 7/d, where n =
0+ (r+6)(r —2), then
n ng

(8) supFE| Z X;|" = supE| Z '--ZX1|T

1<j<n J1=1  Ja=1

= O(lnf?)

= O((n1><n2><~~~><nd)%)aslg[—»oo

forn = (n1,--+ ,ng).
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REMARK. When d = 1 and d = 2 we obtain the estimate (8) if
v > dvy, where vg = (14 9)(r —2)/(26). In case d > 3 we obtain the
estimate (8) too, provided that vy < (d — 2)~!. Thus we have deduced
for d = 1 the result extending [2] (see Remark 3 of Bulinskii [4]).

LEMMA 2.3. (Newman [8]) Let {X,j € Z4} be a stationary field of
associated random variables with E[X f] < 00. Assume

(9) 0 < o? =Var(Xy) +2) _ Cov(X1,X;) < oo
1<
Then
(10) Inl 207 (Sp ~ BSy) > Z as |n| — oo,
where Sp = D y<icn Xis 2, indicates the convergence in distribution

and Z is a standard normal variable.

3. The empirical distribution function

In the following, let {Xy,,n € Zi} be a stationary field of associ-
ated random variables with distribution function F(z) = P(X; < z) or
equivalently, survival function F(z) = 1 — F(z) and define the empirical
distribution function Fy(x) as in (2).

THEOREM 3.1. Let {X;,j € Z1} be a stationary field of associ-
ated random variables with bounded continuous density for X; and
E|X;|"+% < oo for somer > 2, § > 0. Assume that
(11) Z {Cov(X3, XJ_~)}1/3 = 0(n™") for some v > 0,

:llzlI>n+1
where ||j|| = max{|ji|, ¢ =1,--- ,d}. If § > n(1—vd(dn)~Y)/(r—6—2)
and 0 < v < /6, wheren = §+(r+0)(r—2), then there exists a constant
C > 0 such that, for every € > 0,

(12) sup; P(|Fu(z) — F(2)| > ¢ < Ce™"|n| 2.

PROOF. Observe that
COU(YL(I),}Q’(.’I})) = P[X_l_ > :U,Xl' > 33] - P[Xl > :L‘]P[Xl > .’L‘]
= P[XLSx,XlSCI?]—'P[XleE]P[XlSCC],
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which is nonnegative since Y;i(z) and Y;(z) are associated. Then there
exists a constant C > 0 such that

13 Y Conti),Y;@)
F:lljizn+1

Z supz{P[X1 > z, X; > z] — P[X1 > z|P[X; > z]}
J:llgli>n+1

C Y {Cov(Xy, X},

J:lgl>n+1

INA

IA

by taking T = {Cov(X1, X;)}~'/% in Lemma 2.1 whenever Cov(X1, X;)
> 0 and if Cov(X;, X;) = O then X; and X; are independent as they
are associated and Cov(Yi(z),Y;(z)) = P[X1 > z,X; > z] — P[X1 >
z)P[X; > z] = 0 < [Cov(X1, X;)]*/3. Furthermore

(14) supgsup;|Yj(z) — EYj(z)| < 2

and from (11) and (13)

u(n,z) = 2 Z Cov(Yi(z), Y;(z))
F:llgliZn+1
(15) < C Z {C’O’l)()(l,)(l‘)}l/3
J:liglizn+1
= O(n™")

for all real z, where C is independent of n and z. Hence the conditions
(6) and (7) in Lemma 2.2 are satisfied according to (14) and (15), and
thus from Lemma 2.2 it follows that, for every n > 1

(16) sup;E| Y (Yj(z) — EYj(@))I"

1<j<n

= supB| Y-y (Yj(z) — BY;(@)

j1=1 Ja=1

< C(nlx,---nd)%, l= (jla"' 7jd)
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where C' is independent of n and z. Then, by using Markov inequality,
we get that for every € > 0,

(17)  supz P[|Fa(z )— Fz )|>6]

= Pl S S >4

11 1 ja=1
< supg{(ny x - X ng) e IZ Z — EYj())"]}
=1l jg=1
-r —r/2
< Ce(ng X -+ X ng)
CE_T|Q|—T/2.

Thus, the desired result follows.

COROLLARY 3.1. Let {Xj,j € Z%} be a stationary field of asso-
ciated random variables with bounded continuous density for X; and
E|X1|™*® < oo for some r > 2, § > 0. Assume that (11) holds. If § >
n(1—vé(dn)~1)/(r—6—2) and 0 < v < n/5, wheren = 6+ (r+6)(r—2),
then for every x,

(18) Fo(z) — F(z) a.s

ProOF. It follows from (17) that

S PlFy(z) — F@)|>¢ < Ce S |n| ™/

n>1 n>1

= CE_Ti"'i(nlx"'xnd)—r/2

ny=1 ng=1
< oo forr>2.

Then the result follows by the Borel-Cantelli Lemma. O

THEOREM 3.2. Let {X;,j € Z4} be a stationary field of associated
random variables with bounded continuous density for X1 and distribu-
tion function F(z). Assume that

(19) i{Cov(Xl, X P8 < o0,

i>1
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Define

(20) o (z)=F(z)[1 - F(z)] +2 ) {P[X1<g,X, <z]- F(z)}.
i>1

Then, for all x such that 0 < F(x) < 1,
(21) [0l [Fu(e) = F(@))/() = 2, as |n| — oo,

. . D . . .
where Z is a standard normal variable and — indicates convergence in
distribution.

PROOF. Note that, for n = (ny, - ,n4)
In|Fr(z) = (n1 X ng X -+ X ng) Fu(z)
with
0 < Var(Y) = F(z)(1 — F(z)) <1
and

Cou(Y1(z),Y;(z)) > 0 by association.

Using Lemma. 2.1 we get that
0 < Var(Y)+2)Y_ Cov(Yi(z),Y;(x))
i>1
< F(a)(1 - F(z)) +2) {Cou(X1, X;)}/?
i>1 )
< 00
by arguments similar to those given in the proof of Theorem 3.1. O
The result now follows from Lemma 2.3 due to Newman ([8]).
REMARK. Note that
Cov(Yi(), Y;()) = P(X1 < 2, X; < ) — F*(a)
and
1 1
|02 [Fa(2) — F(@)]/o@) = n|™7 Y _[Yj(e) — EYj(2)}/o(z).
jz1

Let {X;,j € Z‘i} be a stationary field of associated random variables
with survival function F(z) = P[X; > z|. The empirical survival func-
tion Fy(z) based on X j» 1 < j <, is proposed as an estimator for F(z)
and is defined by

_ 1 _
Ra@) =t 3 Y@

Inl 1<j<n
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where
— 1 ifX; >z,
Yj—(x) - { 0 otherwise.

Note that
Fy(z) =1 - Fy()

and F(z) = 1 — F(z). Thus from Theorems 3.1 and 3.2 and Corollary
3.1 we obtain the following results:

COROLLARY 3.2. Let {X;,j € Z‘i} be a stationary field of associated
random variables under conditions of Theorem 3.1. Then, there exists
a constant C > 0 such that, for every ¢ > 0 and for some r > 0

sup, P[|Fy(z) — F(z)] > €] < Ce™"|n|™"2.

COROLLARY 3.3. Let {Xj,j € Z4} be a stationary field of associated
random variables under conditions of Theorem 3.1. Then, for every x,

F,(z) — F(2) a.s. asn — oo.

COROLLARY 3.4. Let {X;,j € 24} be a stationary field of associated
random variables under conditions of Theorem 3.2. Define

o%(z) = F(z)[l - F(z)] +2)_{P[X1>z,X; > 1] - F*(z)}.
i>1

Then
[nl3[Fa(z) ~ F(@))/o(z) = Z
as n — oo where 7 is a standard normal distribution.
REMARK. Note that

o*(z) = F(@)1-F(2)]+2) {P[X; <z X; <a] - F(z)}
i>1

= F(z)[1 - F()]+2)_ PIX1 >z, X; > 2] - F*(z)}.
j>1
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