A Viterbi Decoder with
Efficient Memory Management

This paper proposss a new architecture for a Viterbi
decoder with an efficient memory management scheme.
The trace-back operation is diminated in the architecture
and the memory goring intermediate decison information
can be removed. The dimination of the trace-back
operation also reduces the number of operation cydes
needed to determine decison bits. The memory sze of the
proposed scheme is reduced to 1/(5>condraint length) of
that of the register exchange scheme, and the throughput is
increased up to twice that of the trace-back scheme A
Viterbi decoder complying with the IS95 reverse link
secification is desgned to verify the proposed architecture
The decoder has a coderate of 1/3, a condraint length of 9,
and atraceforward depth of 45.
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I. Introduction

Channd coding has been an important issue in
communication sysems Channd coding has the ability to
detect and correct errors caused by noise on the channd. The
bit-error-rate (BER) can be reduced without increasing the
sgna power since the transmitted data carry redundancies that
are used to detect and correct errors. This coding skill is useful
in transmisson on finite power channds such as generd
switched tdephone networks. The convolutiond coding
method has been preferred to the block coding method in noisy
channdl environments. Data are encoded using the rlationship
between the current bit and the pagt bits in the convolutiond
coding methods.

The Viterbi dgorithm is a representative decoding method
for convolutiond coding. It is widdy used in communication
and dgnd processng to achieve low-aror-rate data
trangmission. The Viterbi decoding method uses the maximum
likelihood decoding (MLD) agorithm, which finds the most
likdy patern from the received data, and is known as the
optimum decoding method [1]. When erroneous L-bit data are
received, the cdosest codeword is sdected usng the MLD
dgorithm. The pattern indicates the state of the encoder in the
transmitter. Branch metrics (BMs) and path metrics (PMs) are
cdculated for MLD in the Viterbi dgorithm. The BM
represents the amilarity of the daes involved in a dae
trangtion for one depth of a trellis diagram. The PM is the
summation of BMs. The soft decison scheme, in which the
Euclidean digtance is cdculaed, is preferred to the hard
decison scheme, in which the Hamming distanceis caculated,
snce the BER of the soft decison scheme is better by 2 dB
than that of the hard decison schemein spite of the complexity
inimplementation [2], [3].
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There are two common implementation methods to
determine the survivor path: register exchange [4] and trace-
back [5]. The regigter exchange method obtains the decoding
data using the multiplexers and dud port memory containing
dl decison vaues through the trace-forward depth without the
trace-back process. The register exchange method needs the
same number of multiplexers and dud port memory as the
number of states multiplied by the survivor path depth, and
they are activated every cydle to update the datain memory. It
resllts in conddeaable power consumption by memory.
Therefore, the trace-back method is preferred. In the trace-back
method, the decison bits from the add-compare-sdect (ACS)
units are smply stored in survivor path memory in sequence
and ae usd for traceback after the survivor path is
determined. The trace-back of the survivor path memory is
required to determine the decision bit while the decison hit is
determined as soon as the survivor path is determined in the
regider exchange method. Since the next darting dae is
determined after obtaining the decoding data, the trace-back
scheme cannot begin the next decoding process until the
decoded datais determined through the trace-back process[3],
[6].

However, dl intermediate data of the decoding sequence are
not necessaxrily stored to determine the decison hit for the
continuous stream of input data. We need only the decision bits
of the firg gage and the find PMs of the states. The modified
architecture gores only the firg decison hits in memory and
discards other decison bits after the survivor pah is
determined at each stage.

| propose a new implementation architecture, the modified
register exchange (MRE) method. The find decoding hit is
determined as soon as the trace forward s finished using the
dgorithm of the conventiond register exchange method, and
the amount of memory is grealy reduced by diminatiing the
survivor path memory except for thefirg trace-forward stage.

I1. Modified Register Exchange Method

In order to understand the operation of the modified register
exchange scheme, it is better to review the operaion of the
trace-back scheme and the register exchange scheme. Figure 1(a)
shows a dmple Trelis diagram with four sates S0-S3. For
samplicity, only the survived paths are shown a each gage. The
initid gateis S1 and the find PM vaue of the survivor path is
1. The survivor path is shown in gray thick line. The sate
trangtion with input bit ‘O’ and ‘1" are denoted by a solid line
and dotted line, respectively. We can see that the decoded bit is
‘1', andthenext initid dateis S3.

Fgure 1(b) shows how the decoded hit and the next initid
date are obtained by the trace-back operation. Sdect bits‘1’ for
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Fig. 1. Decoding process of three Viterbi decoding methods:
(&) asmple Trellisdiagram, (b) trace-back method,
(c) register exchange method, and (d) modified
register exchange method.

the upper branch and ‘O’ for the lower branch are sored in 4x<4
bit memory a each stage. The find PM vaues determine the
aurvivor branch, and the survivor path is traced back using the
sdect hits The degtination is S3 & t8, and it will be the initid
date for the next trace-forward operaion. Once wereach S3 &
t8, we can know that the decoded hit is‘1'. The next decoding
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cydedartswiththeinitid sate S3 and anew input bit.

Fgure 1(c) shows the decoding process by the regigter
exchange method, which dso requires 4%4 hit memory.
Partidly decoded hits are stored here ingtead of the sdect bits.
They move in memory according to the survivor branch (as
shown in squares a t2 and t3) and a new decoded bit is added
a each dage. Therefore, dl the contents of the memory are
changed a every dage After the survivor path length, the
aurvivor branch is determined by thefind PM vaues. Sincethe
chosen memory location contains the tentative decoded bits
according to the survivor path, the trace-back operation is not
necessaty. The MSB is the find decoded bit and the date
corresponding to the smdlest PM vaueisthe next initid sate.
If no more input bits are received, the other tentative decoded
bits in the memory are the find decoded bits. The latency to
obtain the decoded hit is reduced by hdf & the expense of the
increased power consumption to update al the contents of the
memory & every sege.

If the input bits are recaived continuoudy or the number of
input bits is larger than the survivor path length, the decoding
process must be repested after one decoded hit is obtained. The
tentative decoded hits are discarded except the MSB, and the
tentative decoded hits and PM vaues are cdculated again with
the new initid gate and an updated st of input bits “1011” in
the survivor path memory in Fig. 1(c) is discarded after the
MSB ‘1’ is determined to be the find decoded bit. S3 is the
new initid sate to sart a new trace-forward operation, thet is,
“011" is not necessary to determine the find decoded hit and
the next initid state and is not used in the next decoding
process. Therefore, we do not have to gore them in memory.
Figure 1(d) shows the decoding process by the regigter
exchange method with 4x1 bit memory. Only MSBs ae
stored in memory here, and other vaues denoted by gray color
are discarded. After the survivor path depth, @l the Stuations
are the same as those of the register exchange method except
that the tentaive decoded bits that are not necessary to
determine the find decoded bit and the next initid ate are not
avalable. The amount of memory is greetly reduced and the
power consumption for the access to memory is dmogt the
same as tha of the trace-back method. The trace-back
operation is not necessary, either, and the latency for decoding
isthe same asthat of the register exchange method. The MRE
method has the advantages of both the trace-back method and
the regigter exchange method.

The tentative decoded hits except the MSBs in the register
exchange method are used only &t the last decoding process
when the lagt input symbol isreceived. Therefore, we have the
same information for the decison process in both the register
exchange and the MRE method, and the BER performance is
not affected. Figure 2 shows the BER curves obtained by
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Fig. 2. BER characteristics of Viterbi decoders (K=3, code
rate=1/2) using the trace-back and the MRE method.

Table 1. Comparison of required memory size and latency of three

decoding methods.
Method Trace Register Proposed
Item back exchange MRE
Input buffer | Lxgxn=405 | Lxgxn=405 | Lxqxn=405
PM memory | Sxp=2560 | Sxp=2560 | Sxp=2560
Trace-back LxSxd
memory =11520
Decision L xSxd Sxkxd
memory =11,520 =256
Total 14,485 14,485 3221
memory (bit) (100%) (100%) (22.2%)
Latency L+L = 10K L =5K L =5K
(# of clocks) =90 =45 =45

(Code rate 1/3, K=9, quantization bits: 3)
L: survivor path length (= 5xK),

K: Constraint length,

S: # of state (= 2¢Y),

d: decision bit,

k, n: code rate = k/n (k=1, n=3)

: # of quantization bits (=3)

p: # of path metric bits ( = 10)

smulation using the trace-back method and the MRE method
when K=3 and the code rate is 1/2. The MRE method does not
show any degradation of BER peaformance compared with
thet of thetrace-back method.

Table 1 shows the comparison of the required memory size
and the required latency, and Fg. 3 showsthe block diagram of
a decoder with the MRE method and necessary memory units.
The numbers are cdculated for the IS95 reversalink
pecification and thefully pardld ACS operations are assumed.
The trace-back decoder needs as many as 11,520 bits of trace-
back memory, which is 45 (survivor path length) < 256 (date)
x 1 (decigon hit) for the trace-back operation. However, the
MRE method needs only 256 hits of the decison memory that

Chanho Lee 23



store the decoded hits for the corresponding stetes of the first
tracefooward stage. The totd memory sze for the MRE
method is only 3,221 hits including the input buffer memory
and the temporary PM memory while the other methods need
14,485 bits. The input buffer memory contains the recent 45
input symbols. The memory sSze is reduced to about 22% of
thet of the conventiona methods.

The discarded tentative decoded bits are used in the lagt
decoding process in the regiger exchange method as we
mentioned above. Since they are naot sored in the MRE
method, (5K—1) times the decoding processes are necessary. If
the input symbols are received continuoudy (eg., Streaming
daa) or the data packet Sze is much larger than the survivor
path length, the throughput for the MRE method is dmost the
same as thet for the register exchange method. However, it is
worse than those of other methods if the data packet size is
around the survivor path length. This is the wesk point of the
MRE method, dthough the MRE method Hill requires much
sndler memory sze than the others. Table 2 shows the
decoding efficiency which is defined as the ratio of the input
data size and the required number of cycles to complete the
decoding. The decoding efficiency is proportiond to the
throughput of the decoder. The modified register exchange
method requires m times the decoding process for m input
symbols while the trace-back and the register exchange
methods require (m-5K) times the decoding process, snce one
decoding process is enough for the last 5K input symbols.
Since the MRE method requires a 5K cyde whatever the input
data packet sze, the decoding efficiency is the same for dl m
vaueswhile it decreases as m increases for the other methods.
The MRE method has a comparable decoding efficiency with
the trace-back method when m is about twice the survivor path
length (L) and with the regiger exchange method when m is
about 5L. Therefore, the MRE method has its merits when
applied to Viterbi decodersin practicd cases. For example, the
decoding efficiencies of the MRE method and the trace-back
method are 0.022 and 0.015 when m=192 (the packet Sze of

1S-95 secification), respectively.
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Fig. 3. Block diagram of the MRE register exchange method.
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Table 2. Comparison of decoding efficiency according to the

decoding datasize.
Dec&dr:g(gj Trace-back Register Proposed
| decoding exchange MRE
tem
Decoding m m m _1
efficiency 5K(m-5K+1) | 5K(m-5K+1) | 5K-m 5K
45 0.5 1 0.022
100 0.020 0.040 0.022
m
192 0.015 0.029 0.022
1,000 0.012 0.023 0.022

* m: the number of input symbol
K: constraint length (=9)

[11. Application to Block Decoding

The MRE method can be gpplied to find amerging state of
block decoding agorithms. The block decoding scheme is
often employed when high throughput is required [7].
Although many modified block decoding schemes have
been reported [8]-[11], the basic idea is to decode input
symbols by a block sze in one decoding process, or
moreover, adecoded hit is obtained in one trace-forward step
while the classic decoding schemes decode one input symbol
in one decoding process for a continuous input stream. Since
adecoding process takes as many cycles asthe trace-forward
length (L), the block decoding scheme greeatly enhances the
throughput.

The trace-forward length is larger than the survivor pah
length by adecoding block size (D) in block decoding schemes
as shown in Fg. 4. In order to obtain decoded bits, we need a
merging date which is the garting state of the trace-back for
the decoding block. A block decoder usng the MRE scheme
has MRE memory to store the decoded hits of the merging
gate. The size of the MRE memory is 2 bits. After the trace-
forward of decoding block length D, the decoded bits
corresponding to the merging daes are dored in the MRE
memory, and they are shuffled according to the MRE scheme.
After the trace-forward length (D+M), the survivor path is
determined, and the merging state is known immediately using
the MRE method. The decoded bits are obtained in reverse
order. Mogt of the conventiond block decoding methods
require the trace-back operation over the length of M to find a
merging state, which resultsin additiond latency. Although the
“look-ahead trace-back” method does not require the trace-
back operation to find amerging Sate [12], the required size of
memory ishuge, and it isnot atractive.

Table 3 shows the memory size, latency, and number of
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Fig. 4. The operation of abasic block decoding scheme.

Table 3. The comparison of hardware complexity and latency of

block decoders (K=9, L=46).

k-pointer Hybrid .0ok-ahead | Proposed
even [8] even [11] | trace-back MRE
(k=3) (k1=k2=2) [12] (5-pointer)
Tod 36,398 25,134 112,640 24,855
memory
(bits) (100%) (69%) (334%) (68%)
Latency 3L 2L L 3L/2
#of
ACSU 256 256 256 256
#of TBU 2 1* N/A 0
#of
Decoding 1 1* N/A 1
Unit

* TBU and decoding unit must operate twice as fast as other units

IV. Design and Implementation

A Viterbi decoder complying with the IS95 reverselink
gpecification is designed to verify the operation of the modified
regiger exchange scheme. It has a code rate of 1/3, the
condrant length K=9 (the number of gates is 256), and the
generation polynomid (577, 663, 711) is used. Figure 5 shows
the block diagrams of the 1S-95 reverselink convolutiond
encoder.

Fig. 5. Block diagram of the 1S-95 reverse-link
convolutional encode.

The operation of the designed Viterbi decoder isveified by the
amulation using Synopsys toals, and the decoder is synthesized
uing a 0.35 um CMOS technology. Table 4 summarizes the
synthessresults compared with areported one[13].

Table 4. Summary of the synthesizes results.

magor operation units of saverd Viterbi decoders. The proposed
sructure is based on the k-pointer method [8], and the MRE
method is gpplied. The memory size is reduced by 32% and
the latency is decreased by 50%. Although the hybrid-even
method has a smilar memory Sze, it dso has alarger latency,
and the TBU and the decoding unit must operate twice as fast
as the other operaion units [11]. The look-ahead trace-back
method does not require the trace-back operation or the
smdleg latency [12]. However, the memory Sze is about 5
times that of the proposed decoder. If the 12-pointer schemeis
applied to the proposed structure, the latency is reduced to
13L/11 while the totd memory size is dmogt the same as that
of the 3-pointer method. The MRE method can aso be goplied
to the hybrid-even method, which results in better memory
management and latency. It cannot be gpplied to the look-
ahead trace-back method. Many other techniques to improve
the performance, such as radix-n, can be used with the MRE
method.

ETRI Journal, Volume 26, Number 1, February 2004

Ref. [13] Ours
0.25 um CMOS 0.35 um CMOS
Technology cll library cell library
Area (mm?) 24x24 4.6%4.6
Operation frequency 640 MHz 70 MHz
Throughput 20 Mbps 70 Mbps
V. Conclusions

| have proposed a new implementation method of the Viterbi
decoder, the modified register exchange method. The memory
for tentative decoded hits that are not necessary to determine
the starting state and the find decode bit isdiminated. It greetly
reduces the memory sze. The find decoded bit is known as
s00n as the survivor path is determined by rearranging the
position of the decoded hits & the firgt trace-forward stage. It
resultsin the dimination of the trace-back operation. Therefore,
the MRE method has the advantages of reduced memory size
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and no trace-back operation. The more dtractive advantage of
the modified register exchange method is its gpplicability to
other decoding architecture, such as the block decoding
scheme, pipdined architecture, etc. A Viterbi  decoder
complying with the |S-95 reverse-link specification is designed
to verify the proposed implementaion method. It is
synthesized usng a0.35 pm CMOS technology and cdll library.
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