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With video compression standards such as MPEG-4, a 
transmission error happens in a video-packet basis, rather 
than in a macroblock basis. In this context, we propose a 
semantic error prioritization method that determines the 
size of a video packet based on the importance of its 
contents. A video packet length is made to be short for an 
important area such as a facial area in order to reduce the 
possibility of error accumulation. To facilitate the semantic 
error prioritization, an efficient hardware algorithm for 
face tracking is proposed. The increase of hardware 
complexity is minimal because a motion estimation engine 
is efficiently re-used for face tracking. Experimental 
results demonstrate that the facial area is well protected 
with the proposed scheme. 
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I. Introduction 

An IP-based architecture for 3G wireless systems promises 
to provide next-generation wireless multimedia services such 
as voice, high-speed data, Internet access, and audio and video 
streaming on an all IP networks [1]. However, wireless video 
has bandwidth, delay, and loss requirements that many existing 
mobile networks cannot provide. To guarantee such quality of 
service is a hard task in wireless communications because 
temporally high bit-error rates are inevitable during fading 
periods [2]-[7]. In fact, a low signal-to-noise ratio and/or signal-
to-interface-plus-noise ratio are unavoidable to achieve high 
system capacity in the wireless access of personal 
communications systems. Since the transmission of 
information bits is packet-based, a high bit-error rate results in a 
high packet-loss ratio. Consequently, the use of error-resilient 
techniques is highly desirable [8]. 

Like any other compressed data, compressed video is highly 
sensitive to data loss. Data loss propagates within the sequence 
and may become very annoying to end users. Error-resilient 
schemes have been introduced to limit these impairments [3], [4], 
[9]-[13]. These schemes could be roughly classified into three 
categories: error-concealment techniques, error localization 
techniques, and unequal error protection techniques based on 
class-based packets. Traditionally, error-handling such as forward-
error correction has been performed as a channel coding with 
communication levels, not with a source coding level. Such an 
approach has been justified by the fundamental principle of an 
information theory called the “separation principle.” In other 
words, the best coding system can be obtained when the best 
source coding and the best channel coding systems are separately 
designed and combined. Under certain circumstances, however, 
channel coding techniques cannot be utilized fully. For example, 
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enough redundancies cannot/need not be appended on multimedia 
bit-streams for very low bit rate wireless applications due to the 
following reasons. First, channel coding will simply increase the 
bit-stream too much to protect such a high error rate, thus making 
the generated bit-streams unfit for the given bandwidth. Second, 
multimedia streams are generally not “error-sensitive”, but are 
“delay-sensitive”—people can still understand media in the 
presence of errors most of time, but they cannot endure much of a 
delay in the course of streaming. Under such multimedia 
communication scenarios, error-resilient techniques are preferred 
to a heavy forward error correction code protection overhead. 
Installation of error-resilient techniques would be more efficient 
with the source coding bit-stream as in MPEG-4 [14], [15]. 

MPEG-4 video provides bit-stream devices as error-resilient 
tools in the source coding level. It is a unique standard that 
considers error-resilient tools together with source coding 
functionality. Truly robust video coding requires a diversity of 
strategies. MPEG-4 video offers the following diverse 
characteristics about error protection. First, the object-based 
organization of MPEG-4 video potentially makes it easier to 
achieve a higher degree of error robustness due to the possibility 
of prioritizing each semantic object based on its relevance. 
Second, video object planes (VOPs) already offer a means of 
resynchronization to prevent the accumulation of errors, and it is 
possible for an encoder to offer an increased error resilience by 
placing resynchronization (re-sync) markers in the bit-stream with 
approximately constant spacing. Third, data partitioning provides 
a mechanism to increase error resilience by separating the normal 
motion and texture data of all macroblocks in a video packet and 
sending all of the motion data followed by a motion marker, 
followed by all the texture data. Fourth, reversible variable length 
codes (VLCs) offer a mechanism for a decoder to recover 
additional texture data in the presence of errors since the special 
design of reversible VLCs enables the decoding of code words in 
both the forward (normal) and reverse directions. Fifth, intra-
refresh updates the intra coding of macroblocks based on a given 
rule (for example, a fixed number in each frame), so it can 
provide a refresh from the coding error [14]-[16]. 

Resynchronization tools, as the name implies, attempt to 
enable resynchronization between the decoder and the bit-
stream after an error has been detected. Generally, the data 
between the synchronization point prior to the error and the 
first point where synchronization is re-established, are 
discarded. If the resynchronization approach is effective at 
localizing the amount of data discarded by the decoder, then 
other types of tools that recover data and/or conceal the effects 
of errors enhance the bit-stream quality further [14], [16]. 

In this paper, we propose a semantic error prioritization 
method to improve error resilience. The basic idea comes from 
the fact that a transmission error with the video compression 

standard such as MPEG-4 happens in a video packet (VP) 
basis, rather than in a macroblock basis. Thus, the proposed 
method determines the length of a VP based on the importance 
of its content. For example, if the content is important, such as 
a face, the length of the VP is short in order to contain only 1 
macroblock. If the content does not contain significant 
information such as the background, the length of the VP is 
elongated to cover quite a large background area. Such a 
partition is to be of the same number of VPs for a frame so that 
the total number of VPs and their overheads are of the same 
efficiency with the periodic resynch markers typically used in 
MPEG-4 schemes. The only difference is that the length of the 
VPs is dependent on the importance of their contents. 

To implement the semantic error prioritization method, a 
facial area should be detected. Face tracking, in general, 
requires a large amount of computation. This paper proposes a 
new face tracking technique that efficiently re-uses a motion 
estimation engine that is available for most modern multimedia 
processors. The addition of hardware complexity is minimal 
because the proposed technique simply re-uses existing 
hardware. Our experimental results are demonstrated under the 
scenario of an MPEG-4 wireless video.  

The structure of this paper is as follows. The idea of the 
semantic error prioritization method is provided in section II. An 
efficient hardware re-use technique for face tracking is discussed 
in section III. The simulation results are presented in section IV. 
A discussion and concluding remarks follow in section V. 

II. Semantic Error Prioritization 

1. Resynchronization in MPEG-4 

In Fig. 1, a typical video packet is depicted. A resynch marker 
is used to distinguish the start of a new video packet. This marker 
is distinguishable from all possible VLC code words as well as 
the VOP start code. Header information is also provided at the 
start of a video packet. Contained in this header is the information 
necessary to restart the decoding process and includes the 
macroblock address (number) of the first macroblock contained 
in this packet and the quantization parameter (quant_scale) 
necessary to decode the first macroblock. The macroblock 
number provides the necessary spatial resynchronization while 
the quantization parameter allows the differential decoding 
process to be resynchronized. Following the quant_scale is 
the header extension code (HEC). As the name implies, HEC 
is a single bit used to indicate whether additional information 
will be available in the header. If the HEC is equal to “1”, 
then additional information is available. This information 
includes the modulo time base, vop_time_increment, 
vop_coding_type, intra_dc_vlc_thr, vop_fcode_forward, and  
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Fig. 1. Resync markers in MPEG-4 video streams. 
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vop_fcode_backward [14], [16]. 

The HEC allows each video packet to be decoded 
“independently.” In other words, the necessary information to 
decode the VP is included in the header extension code field 
[14], [16]. 

If the VOP header information is corrupted by the 
transmission error, it can be corrected by the HEC 
information—the decoder can detect the error in the VOP 
header if the decoded information is inconsistent with its 
semantics. For example, because it is prohibited that the values 
of the vop_fcode_forward and vop_fcode_backward be set to 
“0,” the decoder can detect the error in the fcode information. 
In such a case, the decoder can correct the value by using the 
HEC information of the next VP [14], [16]. 

When utilizing the error resilience tools within ISO/IEC 
14496, some of the compression efficiency tools are modified. 
For example, all predictively encoded information must be 
confined within a video packet so as to prevent the propagation 
of errors. In other words, when predicting (i.e., AC/DC 
prediction and motion vector prediction) a video packet 
boundary is treated like a VOP boundary. 

2. Semantic Error Prioritization 

Since the data between the synchronization point prior to the 
error and the first point where synchronization is reestablished 
is typically abandoned, the number of macroblocks discarded is 
more than just one 8×8 pixel block or one 16×16 pixel block. 
Therefore, the assumption taken in many literatures that such a 
small block is only damaged does not conform with standard-
based video compression. In addition, if we choose the length 
of a VP to include only 1 macroblock for an entire video, such 
an implementation is not realistic due to such a large overhead 
of VPs. To get around such difficulty, we propose “semantic 
error prioritization.” In MPEG-4, the original idea of the VP 
approach adopted by ISO/IEC 14496 is based on providing 
periodic (i.e., almost equi-distant) re-synch markers throughout 
the bit stream. In other words, the lengths of the VPs are not 

 

Fig. 2. Semantic construction in video packets. 
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based on the number of macroblocks, but instead on the 
number of bits contained in that packet. If the number of bits 
contained in the current VP exceeds a predetermined threshold, 
then a new VP is created at the start of the next macroblock. We 
change the typical use of re-synch markers in the paper to 
prioritize errors—we use different lengths of VPs for different 
areas of perceptual importance. 

In the semantic error prioritization approach, a VP is 
characterizing the importance of its content with its length. In 
other words, if the data currently processed is important like a 
face, the length of the VP is short to contain only 1 macroblock. 
If the data currently processed does not contain significant 
information like a background, the length of the VP is 
elongated to cover quite a large background area. Such a 
partition is to be of the same number of VPs for a frame so that 
the total number of VPs and their overheads are of the same 
efficiency with the periodic re-synch markers typically used in 
MPEG-4 schemes. The only difference is that the length of the 
VPs is dependent on the importance of their contents.  

The idea behind the scheme is the following: when the 
amount of missing information is small, typical image recovery 
works well—most of the recovery algorithms assume the size 
to be 8×8 or 16×16 pixels. When the amount of missing 
information is quite large, typical recovery does not work well. 
In addition, little information loss in a facial area does not 
damage the perception of human observers, and a huge 
information loss in the background area does not matter that 
much to human observers. Therefore, a perceptually important 
area is designed to the smallest partition, while a perceptually 
negligible area is partitioned to a relatively large unit. When an 
error hits randomly in the bit-stream, a corresponding VP is 
damaged. Under such a scheme, an important area will be 
damaged in the smallest unit, while a negligible area will be 
damaged in a relatively large unit. Doing so is to lead a 
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restoration algorithm to a more efficient and workable one in the 
next post-processing stage. Figure 2 shows such partitions—in 
this paper, we have face, shoulders, and background areas, where 
different sizes of VPs are constructed. We also assume that the 
HEC mode is used in the paper. 

3. Balance Equations 

One of the most important tasks is to set the lengths of area-
specific video packets for each region. We consider a model of 
three different areas—face, shoulders, and background in 
incoming video frames. Given a fixed number of video packets, 
the first task is to obtain the length of face video packets. The 
lengths of the background and shoulders are actually pre-fixed 
since to minimize the numbers of video packets for the areas is 
necessary as shown in Figure 2. Otherwise, 1-macroblock-sized 
video packets might not be enough to cover the entire face area 
with a pre-fixed number of total macroblocks. The total count 
of macroblocks for a frame is given as follows: 
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where total_cnt_mb, cnt_face_mb, cnt_shoulder_mb and 
cnt_background_mb are the total number of macroblocks in a 
frame, the number of macroblocks in the face area, the number of 
macroblocks in the shoulders area, and the number of 
macroblocks in the background area, respectively. The total count 
of VPs for an entire frame satisfies the following equations: 
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where total_cnt_vp, length_face_vp, length_shoulder_VP, and 
length _background_vp are the total number of VPs in a frame, 
the length of VPs in the face area, the length of VPs in the 
shoulders area and the length of VPs in the background area, 
respectively. Also, cnt_shoulder_vp and cnt_background_vp 
are the number of VPs in the shoulders area and the number of 
VPs in the background area. From the above equation, the 

length of face VPs can be obtained as follows: 
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4. Selection of Lengths of Video Packets 

One potential problem is that sometimes 1-macroblock-sized 
VPs cannot be assigned for all facial areas as shown in Fig. 3. 
For example, if the total count of VPs is 33 and the number of 
VPs is not enough to assign 1-macroblock-sized VPs to all 
facial areas, some of the face VPs are given to VPs whose 
lengths are simply more than 1 macroblock. The algorithm to 
resolve this issue is practically important. The policy to select 
the length of the VP in the face area can be as follows. First, if 
length_face_vp = 1 from (4), 1 macroblock is taken as the 
length of the VP. Second, if  length_face_vp > 1  from (4), 
the following equations hold: 

vpfacecnt
k
nm __=+ ,             (5) 

mbfacecntnm __=+ ,             (6) 

Above two equations result in:  

 
1

__)__(
−
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k

mbfacecntvpfacecntkm ,       (7) 

Starting from k = 2, m values are iteratively obtained. (i.e., k = 
2,3,…) When we get the first valid m , we stop the iteration. The 
valid m  is between 2 and m + n –2 . Third, if length_face_vp < 1  
from (4), we select the length of the VP in the face area to be 1  

 

Fig. 3. The shape of VPs in a facial area. 
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macroblock. If the total_cnt_vp  is not met, then the 
macroblocks in the shoulder area are constructed as 1 macroblock 
VPs from the upper-left corner. This continues until the overall 
number of VPs count is total_cnt_vp . 

III. Face Tracking  

To implement the semantic error prioritization technique, 
face tracking is essential. Face tracking is a technique to locate 
and track the human face and its features in a typical head-and-
shoulders video sequence. Face tracking requires a large 
amount of computation and needs additional hardware 
dedicated to the computation. As a result, if a video processor 
performs face tracking, its cost is increased due to the increase 
of the chip area occupied by the additional hardware. In 
addition, the additional hardware may also increase the power 
consumption, which is a critical issue for wireless devices. 
Thus, the employment of face tracking can be beneficial only 
when the hardware cost and power consumption are not greatly 
increased by the additional hardware for this technique. 

We propose a new face tracking algorithm that does not 
significantly increase hardware cost by re-using existing 
hardware available in most video processors. The algorithm is 
designed such that most of the computation for face tracking is 
performed using a discrete cosine transform (DCT) engine as 
well as a motion estimation (ME) engine. Only a small part of 
computation is performed by a general-purpose RISC 
processor without demanding much computation power. Thus, 
the proposed algorithm can be effectively performed in a 
modern video processor without the increase of hardware cost 
and power consumption. 

1. Face Tracking Algorithm 

As shown in Fig. 4(a), the algorithm consists of two steps. 
The first step is to generate an edge-detected binary image that 
extracts the edges of an original image. The second step is to 
compare the edge-detected binary image with reference 
template images that contain the edge of a human face. The 
best-matched template image is used to locate the human face.  
To perform the first step, it is necessary to obtain a down-
sampled image as shown in Fig. 4(b). Down sampling 
naturally involves pre-filtering. To reduce the computation time 
of pre-filtering, this paper uses transform domain filtering 
which can be performed by a DCT engine already existing in 
modern video processors. The down-sampling factors are 
chosen to fit the original video in the search window of the ME 
engine. In [17], the search window used in the hardware is 
assumed to be 31×31 pixels. For the input video in the CIF 
and QCIF formats, the down sampling factors are chosen to be 

10 and 5, respectively. The purpose of choosing these specific 
factors is to make the final image size to be 34×28 pixels. With 
this size, the down sampled image fits in the search window by 
removing three row lines (the two uppermost lines and the one 
lowermost line). Once a down-sampled image is obtained, a 
Sobel operator is used to extract the edges.  

After the edge-detected binary image is obtained, the next 
step is to compare the image with various reference images that 
contain a template for a human face. Figure 4(c) shows four 
templates. These templates contain an ellipse with the major 
axis lengths of the upper-half ellipse being 5, 6, 7, and 8. The 
sizes of the minor axis lengths of the upper-half ellipse are 3, 4, 
5, and 6. For each of the ellipse templates the values of the 
boundary are set to 25, while the interior values are set to 200. 
The main reason to set the interior values as 200 is to identify 
eyes-nose-mouth features inside the face explained later in this 
section. The rest of the data in the search window is set to 0 
because it should not confuse the template matching. 
 

 

Fig. 4. Face tracking algorithm: (a) face tracking with the use of 
an ME engine, (b) generation of an edge-detected binary 
image, and (c) face boundary templates. 
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2. Mapping onto an MPEG-4 Processor 

This section considers the mapping of the algorithm 
introduced in the previous subsection onto a real video processor, 
Vidan. Vidan is a video processor developed by Mamurian 
Design. It is evolved from the MoVa processor, an MPEG-4 
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video codec processor originally designed by ETRI (Electronics 
and Telecommunications Research Institute) in Korea. Vidan 
adds more features to Mova to support improved error resilience 
as well as various frame rates and image sizes. In addition, JPEG 
encoding and decoding are also supported. The processor 
includes hardware engines such as ME, DCT, VLD, VLC, and 
Deblocking that perform most of the MPEG-4 computation. I/O 
interfaces are also included to communicate with outside devices. 
With the dedicated hardware, the core processor can run at a very 
low clock frequency of 27 MHz, and some hardware 
components run even at a slower clock frequency of 13.5 MHz. 

An ME engine is efficiently used to find the template that best 
matches the edge-detected binary image and locates the position 
of a face. Each template is given to the ME engine as the input 
and then compared with the down-sampled edge-detected binary 
image. The ME engine gives back the best-matched position. 
After all templates are compared, the best-matched template with 
the best-matched position is selected as the final result. The ME 
engine in the Vidan processor has a search window size of 
48×48 pixels, while the template size is 16×16. Both the search 
window and the template are down sampled by a factor of two 
before the start of an ME operation so that the amount of 
computation time can be reduced. To fit the search window, the 
edge-detected binary image needs to be enlarged to 48×48 
pixels by padding zeros to the pixels in the boundary area of the 
image. The down sampling inside the Vidan ME engine severely 
degrades the accuracy of face tracking, and consequently, the 
resulting average success rate drops to 72.4 percent. This is a 
severe drop-off compared to the average success rate of 95.5 
percent when the search window and the template sizes are 
31×31 and 16×16 pixels, respectively. Thus, a straightforward 
mapping of the algorithm in the previous subsection to the Vidan 
processor does not produce a satisfactory result.  

In order to avoid the performance degradation by the down 
sampling inside the ME engine, this paper proposes to enlarge 
the input image and template sizes by 64×64 and 32×32 
pixels, respectively. After down sampling, the window sizes 
become 32×32 and 16×16 pixels, respectively. These sizes are 
best considering the trade-off between the computation amount 
and performance as shown by simulation results in the next 
section. However, these window sizes are too large for the ME 
engine to handle. Therefore, they must be decomposed to fit in 
the ME engine input size. The search window needs to be 
decomposed into four 48×48 pixel subblocks as shown in Fig. 
5. Note that the decomposed blocks of the search window are 
not disjoint blocks. The template is also decomposed into four 
disjoint 16×16 pixel subblocks. The upper-left reference 
subblock and search subwindow are given as the inputs to the 
ME engine. These blocks are shaded in Fig. 5. Once the ME 
operation is complete, the upper-right reference subblock and 

search subwindow are also given to the ME engine. Four ME 
operations are required to perform the complete ME operation. 

Consider the modification of the ME engine to perform four 
ME operations. The ME engine of the Vidan processor is made of 
source-pixel-based linear arrays as shown in Fig. 6 [17]. Two data 
buses, s1 and s2, are used to provide the search window while one 
bus, t, is used to input the template. At each clock cycle, each 
processing element (PE) computes the absolute difference of two 
input pixels, accumulates it to the value received from the left PE, 
and passes the result to the right PE. The rightmost PE (PE7) 
generates the final result accumulating the absolute differences 
between all the pixels. Then, the result is given to the comparator 
unit to generate the motion vector. To run the proposed mapping 
technique, the ME engine needs to run four times. When the first 
ME operation is finished, the rightmost PE should not feed the 
result to the comparator. Instead, the result is fed back to the 
leftmost PE (PE0) so that it can be accumulated to the result of the 
second ME operation. For the second and third ME operations, 
the results of PE7 are also fed back to PE0 to be accumulated  

 
 

Fig. 5. Decomposed search window and template. 
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Fig. 6. Modified source-pixel-based array architecture for the 
proposed motion estimation. 
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Only for the last ME operation, the comparator unit operates and 
generates the final motion vector. 

The feedback path has a first in, first out FIFO that stores the 
intermediate result and provides the value to PE0 at the right 
time. Recall that the Vidan ME engine has a search window of 
48 x 48 pixels and a template of 32×32. After the search 
window and template are down sampled inside the ME engine, 
their sizes become 24×24 and 16×16 pixels, respectively. 
Thus, the ME engine computes the absolute difference for 289 
(17×17) positions. For all these positions, the intermediate 
results are computed and then stored to be accumulated by the 
next ME operation. Among these results, eight are stored in the 
PEs. The remaining 281 entries are stored outside the PEs. 
Thus, a FIFO with 281 entries is used as shown in Fig. 6. In 
this way, the mapping technique is implemented with minimal 
additional hardware. The structure of PEs as well as their 
interconnections is not changed. The additional hardware 
components are a 281-entry FIFO as well as a circuit for 
controlling the comparator unit and the FIFO. 

IV. Experimental Result 

Data compression takes advantage of variable length codes 
(VLCs) that correspond to the probabilities of their symbols. 
Each symbol has its own length—so, when two symbols are 
concatenated, the second symbol can be interpreted only after the 
successful parsing of the first symbol. One dangerous problem 
about VLCs is that it is difficult to find the right boundary under 
the bit errors due to the “variable length” characteristics. In other 
words, once a wrong boundary is detected, all decoded symbols 
after that point are not expected to be correct. Many times, 
decoders just stop parsing since they cannot even find even 
codes. Therefore, re-synchronization is necessary to fresh-start 
the parsing of the right codes after a decoder finds any error in 
the parsed bitstream. This concept has been imbedded in MPEG-
4 as “re-synch markers.” To this end, a VP is defined as a data 
stream between two adjacent re-synch markers. Furthermore, 
there are advanced tools developed in MPEG-4 to recover more 
symbols from even a damaged VP—if we are lucky, quite many 
VLCs can be recovered from a damaged VP. Those advanced 
tools include the RVLC tool that makes a reverse decoding 
possible even in a damaged VP. Of course, we do not get any 
other symbol recovered for the worst case. In this paper, we 
assume the worst case scenario where we only find the 
synchronization point for further decoding without any other 
symbol being recovered.  

Figures 7 through 9 show the simulation results about semantic 
error prioritization. Figure 7 compares the proposed method with 
a typical MPEG-4 VP method when a face error happens. Figures 
8 and 9 show results of the proposed method when shoulder and 

background errors occur. In Figure 7, the error hits the same place 
in the bitstream in both (a) and (b). A typical method uses VPs of 
relatively uniform length over the entire frame, while the 
proposed method uses a face and shoulder model with different 
VP sizes in a frame. As aforementioned, the size of VPs for a face 
is 1 macroblock, while the size of VPs for shoulders is the length 
of the shoulders in the fitting model. For the background, the size 
of the VPs can be full length since it does not contain important 
information. Consequently, an error position is interpreted 
semantically (i.e., face, shoulder and background) in the decoder as 
shown in Figs. 7 through 9. For face areas, the size of the damaged 
areas in the proposed method is smaller than those of  
 

 

Fig. 7. A typical result of a face error in a frame: (a) uniform error 
in typical MPEG-4 VP and (b) semantic error prioritization.
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Fig. 8. A typical result of a shoulder error in a frame: (a) uniform 
error in typical MPEG-4 VP and (b) semantic error 
prioritization. 
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Fig. 9. A typical result of a background error in a frame: (a) 
uniform error in typical MPEG-4 VP and (b) semantic 
error prioritization. 
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a typical method while, for background areas, the size of the 
damaged areas in the proposed method is larger than that of a 
typical method—thus making the number of VPs in a frame be 
the same between the two methods. 

Figures 10 through 12 show the simulation results of the 
semantic error prioritization under multiple errors in the bit-
stream. Figure 10 compares the proposed method with a 
typical MPEG-4 VP method when two errors happen, while 
Fig. 11 shows the results of a typical method and the proposed 
method when three errors happen in the bit-stream. In Fig. 12, 
the results of ten errors have been shown. From the simulation 
results, the face area is relatively well protected from bit-stream 
damage, while the background area is not protected at all. This 
is the effect of the proposed method due to different VP sizes 
with different semantic areas. The lengths of VPs in the face 
area are the smallest, while those in the background area are the 
largest. The lengths of VPs in the shoulder area are in-between. 
In other words, damage to the face area is suppressed 
maximally, while damage to the background area is suppressed 
minimally. Overall, visual perception is definitely improved 
with the proposed method. Even with the worst case scenario 
in Fig. 12, we can still see some face area that contains the 
most important information. Therefore, the proposed method 
allows a more comfortable image quality. 
 

 

Fig. 10. A typical result of 2 random errors in a frame: (a) uniform
error in typical MPEG-4 VP and (b) semantic error
prioritization. 

(a) (b) 

 
 

 

Fig. 11. A typical result of 3 random errors in a frame: (a) uniform
error in typical MPEG-4 VP and (b) semantic error
prioritization. 

(a) (b) 

 

 

Fig. 12. A typical result of 10 random errors in a frame: (a) 
uniform error in typical MPEG-4 VP and (b) semantic 
error prioritization. 

(a) (b) 

 
 

In Fig. 13, the simulation results are given to show the 
average success rate of face tracking depending on the window 
size. The size of the template varies from 8×8 to 40×40 pixels. 
For the search window size, the appropriate size corresponding 
to each template size is chosen. For example, (8×8, 22×18) in 
the horizontal access shows that the template size is 8×8 pixels 
and the corresponding search window size is 22×18. Four 
image sequences, Akiyo, Claire, Grandma, and Missam are 
used for the simulation. The figure shows that the success rate 
increases as the window size increases. However, one cannot 
simply choose the largest possible window size because the 
amount of computation increases in proportion to N4 for the 
template size of N×N. Note in the figure that the success rate 
approaches near one hundred percent as the window size is 
(16×16, 27×33). Thus, these simulation results lead to the 
conclusion that the window size of  (16×16, 27×33) is large 
enough to achieve a near optimal success rate without too 
much increase of computation. Note that the mapping 
technique developed in section III is tuned for this window size. 
This is because down sampling of (32×32, 64×64) inside the 
Vidan ME engine results in (16×16, 32×32) which is close to 
(16×16, 27×33). Thus, the window size used in section III is 
the best window size considering the trade-off between the 
computation amount and performance. 

V. Conclusions 

In this paper, we devised a semantic error prioritization 
method to enhance the visual perception of human vision 
systems under data-loss scenarios. Typically, a human vision 
system is used to locate faces and track them in head-and-
shoulders video sequences. Human observers are very sensitive 
to face information, while they are not so to background 
information. To take advantage of this aspect, we devised a 
way to vary the size of VPs in different semantic areas to 
improve visual quality even under data loss. Experimental 
results are demonstrated under the scenario of an MPEG-4  
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Fig. 13. Success rate vs. the template size. 
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wireless video and show that a facial area is relatively well 
protected from bit-stream damage, while a background area is 
not protected at all. This algorithm can be applied based on not 
only a pure software form but also a hardware reuse technique 
with the ME engine, as explained in the corresponding section. 
The increase of a hardware area is minimal because the 
existing ME engine is reused with minimal modification. An 
interesting future research topic is to extend the proposed 
algorithm to track multiple faces in a single frame. The effects 
of brightness changes of human faces may also be studied in 
the future. 
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