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Abstract

This paper presents an interactive technique that produces static human hairstyles by generating individual hair strands
of the desired shape and color, subject to the presence of gravity and collisions. A variety of human hairstyles can be
generated by supplying a few parameters to the modeling core, which consists of the wisp generator and hair deformation
solver. Wisps are generated employing statistical approaches. As for hair deformation, a method that is not physically-
based is proposed to efficiently account for the effects of gravity and collisions. The technique produces various hairstyles
much faster than previously proposed methods, and the styles generated by this technique are remarkably realistic.

1 Introduction

Hair constitutes an important part of a person’s overall ap-
pearance. The same face can make quite different impres-
sions as the person’s hairstyle is varied. Therefore, if we
are to create visually convincing computer-generated hu-
mans, developing techniques for synthesizing realistic hair
is imperative.

Synthesizing hair requires techniques for modeling, ani-
mating, and rendering. However, we focus on the modeling
aspect in this paper. We aim to develop an interactive tech-
nique that enables the design of static human hairstyles in
the presence of gravity, with a proper treatment of colli-
sions.

This paper presents a technique that produces realistic
hairstyles from a few input parameters. The styles gener-
ated by this technique are quite realistic and span a sig-
nificantly wider range of human hairstyles than those pro-
duced by previously proposed methods. Our method runs
fast thus works interactively, but it does not require the user
to engage in cumbersome manual effort. For example, the
effects of gravity and collisions are automatically generated
by the hair deformation solver, which is presented in Sec-
tion 3. Vartations among strands are generated using statis-
tical methods that require only a few parameters to be input
by the user. Thus, our method has a short turnaround time

for modeling a hairstyle.!

We note that the framework presented in this paper works
in a fashion that is surprisingly simple considering the com-
plexity and variety of the hairstyles it generates. Rather
than applying ad hoc methods to create different styles,
the framework produces various hairstyles by supplying a
small number of parameters to the modeling core, which
acts as a “black box.”

v

1.1 Related Work

To model hair by populating a number of strands, the ge-
ometry of each individual strand must eventually be mod-
eled. Noting that adjacent strands of hair tend to be alike,
Watanabe and Suenaga [19] introduced the wisp model to
generate a group of similar neighboring strands by adding
variations to one key strand. Since then, different geome-
tries such as thin shell volume [12] and generalized cylin-
der [22, 21, 13] have been used to represent wisps. Kim
and Neumann [13] proposed a multi-resolution wisp struc-
ture and user interfaces which could model a variety of
hairstyles. The concept of wisp is an important basis of this
work. We use wisps of generalized cylindrical shapes. As
for the key strands, we model a strand as a Markov Process.

' The turnaround time includes the time for hardware shading; how-
ever, it does not include the time for running a software renderer, which
is needed to produce photo-realistic results.
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Given a prototype strand geometry, we can then generate
strands of similar shape by adopting the method proposed
by Hertzmann ef a/. [10] and texture synthesis algorithms
proposed by [7, 20].

There have been other approaches that do not employ the
wisp model. Hadap and Magnenat-Thalmann [8] and Yu
[23] modeled hair as a flow of vector fields, and calculated
the strand geometries according to these fields. In simu-
lating dynamic movement of hair, interpolation-based ap-
proaches have generally been used [17, 1, 6, 14]: to reduce
the computation required, only a relatively small number of
key strands are simulated and the results are interpolated to
generate the neighboring strands. The above approaches,
however, are not suitable for modeling non-uniform behav-
ior of human hair such as clustering.

Deformations due to gravity and collisions can be dealt
with by employing physically-based models such as a sim-
plified cantilever beam model [1, 14], a mass-spring-hinge
model {17, 6], or a combination of a multi-body serial chain
and a continuum hair model [9]. Extensions to the above
models to allow for the use of the wisp structure have also
been proposed [4, 16, 3, 18]. However, those methods
were targeted for animating hair of some limited styles,
thus were not suitable for generating a variety of static
hairstyles. The techniques proposed for modeling static
hairstyles provide various interfaces for manually creating
the deformed hair shapes [22, 21, 13]. The method we de-
velop in this work, the hair deformation solver, is different
from the above approaches: it is tailored to handle static
hairstyles, and automatically generates the shape of hair
that has been deformed due to the effects of gravity and
collisions, The method is not physically-based, although it
is based on the physical principles involved in hair defor-
mation.

1.2 System Overview

The user specifies a set of parameters that are input to the
modeling core, which then produces the specified hairstyle.
Because each parameter has a clear intuitive meaning, the
displayed result provides direct feedback to the user that
guides the subsequent modification of parameter values to
achieve the intended style. The modeling core consists of
the wisp generator and hair deformation solver. In this sec-
tion, we briefly describe what functions are performed by
each component; the sections that follow explain how each
of these components is implemented.

* Wisp Generator: In this work, a hairstyle is formed
by generating a collection of wisps. Therefore, gen-
erating wisps of the desired shape is a fundamental
capability required of the modeling core. The wisp

generator determines the geometrical shape of a wisp
by manipulating a representative strand and control-
ling the statistical properties of the surrounding mem-
ber strands.

o Hair Deformation Solver: The hair deformation
solver accounts for the effects of gravity, hair elastic-
ity, and collisions to determine the deformed shape of
the wisps. This component is essential for relieving
the user of excessive manual effort, yet it is flexible
enough to allow our styling technique to produce a
wide range of human hairstyles.

1.3 Paper Organization

The remainder of this paper is organized as follows: Sec-
tions 2 and 3 present the wisp generator and hair deforma-
tion solver respectively; Section 4 describes bow render-
ing is implemented; Section 5 summarizes experimental re-
sults; and finally, Section 6 concludes the paper.

2 Wisp Generator

It is readily observable that hair exhibits clustering behav-
ior. A group of hair strands that are spatially close and ge-
ometrically similar is called a wisp. We view the task of
synthesizing a hairstyle as generating a collection of wisps;
therefore, the method for generating wisps greatly affects
the quality of our hairstyling technique. This section de-
scribes how we generate strands and wisps by controlling
the statistical properties of hair.

2.1 Wisp Modeling

Our wisp model consists of a master strand and numerous
member strands, and the overall shape of the wisp is a gen-
eralized cylinder. It is generally accepted that hair strands
from a single person resemble each other, thus forming a
unique characteristic of the person. An effective way of
ensuring that an entire head of hair possesses a common
pattern is to enforce that pattern at the master strand gener-
ation stage, and extends this pattern to the remainder of the
hair.

We obtain strands of a common pattern by developing
a method to generate strands that resemble a given proto-
type strand. The procedure of generating master strands
is adopted from the work of Hertzmann et al {10}, with
several necessary modifications. The detailed algorithm is
presented in [5].

When a wisp is to be deformed in subsequent styling pro-
cesses, only the master strand is deformed; the shape of the
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Figure 1: Wisps generated by two dif-
ferent length distributions,

member strands are routinely determined from the shape of
the master strand by the method described in this section.

We represent a strand as a Catmull-Rom spline, which is
defined by and passes through a sequence of control points
{P1,P2, " *,Pu}- The spline p(s) is parameterized within
the range [0, 1], so that p(0) = p; and p(1) = p, correspond
to the root and tip of the strand, respectively.

Within a wisp, the degree of similarity among the strands
is controlled by the length distribution function, the devia-
tion radius function, and the strand-shape fuzziness value,
The length distribution /(u) is a probability density function
that gives the probability that a member strand will have
length u, relative to the length of the master strand. Fig-
ure 1 illustrates examples of wisps generated from the two
different length distribution functions shown. The devia-
tion radius function r(s) specifies an upper limit on the po-
sitional offset of the member strands from the master strand
at the parameter value s; it controls the shape of the general-
ized cylinder representing the wisp. Figure 2 demonstrates
how the shape of a wisp is affected by the deviation ra-
dius function. The strand-shape fuzziness value o controls
the variation of the strands within a wisp. Figure 3 shows
the appearance of wisps at ¢ = 0.1 (high resemblance) and
o = 1 (low resemblance).

We can now describe how the member strands are formed
from the master strand by applying the functions /(«) and
r(s) and the parameter 6. The k-th control point py of a
member strand is given by adding a displacement dy to the
k-th control point pM of the master strand:

P =pi +di.

Assuming that the displacement at the root, dy, is known
(which will be addressed in Section 2.2), di is computed
- iteratively using the following equation:

-
d= —“dy_s+e, 0
re-1

Figure 2: Wisps generated by two dif-
ferent deviation radius functions.

Figure 3: Wisps generated by two dif-
ferent fuzziness values.

where r,_, and r;, are the deviation radii at px_; and p, re-
spectively, and e is a 3D noise vector. The vector e cannot
be arbitrary because dx must lie within a sphere of radius
ry. Let the noise vector be expressed as e = yX, where
is a unit direction vector and y is a scalar value. To de-
termine a value for the noise vector e, first a unit direction
vector X is randomly selected. Then, draw a ray originat-
ing at p¢ = pM + r—:’_dek_l with direction X, ﬁnd the point
p;, wWhere the ray intersects the sphere, and let L be that the
distance from pg to p}. A value for y is then chosen from
the uniform distribution [0, min(L, o)) as illustrated in Fig-
ure 4, thus insuring that dy remains within the sphere and at
the same time that the control points of the member strands
are not concentrated at the boundary of the sphere. The
above procedure is repeated until the member strand attains

* the desired length u relative to the master strand.
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Figure 4: Computing the point px of a member strand from
the master strand.

2.2 Global Control

In addition to the low-level parameters defined above in the
procedures for generating wisps and master strands, there
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are also some global parameters that the user must define.
At the topmost level, the user must set the number ¥,, of
wisps and the total number N; of hair strands. The user
must then interactively construct the density, length, and
protrusion maps, which define the corresponding hair prop-
erties for every point in the scalp region.

Once N, is given, the root positions of the master strands
can be determined by evenly distributing that number of
points over the scalp region. Voronoi diagrams can then
be generated to set the boundary of each wisp. Using the
density map and N, the roots of the member strands can
then be randomly located within each Voronoi region.

Note that the length and protrusion maps are used to de-
termine the length and protrusion direction of the master
strands. For the member strands, these properties are deter-
mined by the algorithm presented in Section 2.1.

3 Hair Deformation Solver

The wisp generation algorithm presented in the previous
section assumed that the outline components of the master
strands are straight. In this section, we address the problem
of determining the shape of wisps under the influence of
gravity and collisions. The purpose of the hair deformation
solver is to determine the joint angles of the master strand
segments after these factors are taken into account.

Our hair deformation solver is based on two ideas.
Firstly, it avoids physically-based simulation. Styling oper-
ations such as braiding assemble hair into a complex struc-
ture that is beyond the realm of simple Newtonian mechan-
ics. Instead of simulating those situations in a physically-
based way, therefore, we deal with gravity and the current
styling operation as a unified force field around the facial
region. Secondly, the deformation solver models hair as a
continuum and interprets density as a measure of collision;
when the density of a certain region is above a threshold, it
is regarded as a collision and the hair is forced to occupy a
larger volume.

The above two ideas allow us to account for the effects of
both gravity and collisions within a single framework. The
deformation solver works surprisingly quickly, and can be
applied to a wide range of hairstyles.

3.1 Deformation Due to Styling Force Field

The styling force field ®(x), defined over 3D space, is a
non-physical vector that quantitatively combines the effects
of gravity and styling operations to represent the desired
flow direction and intensity at each 3D point x.

The styling force field described above will create a ten-
dency to bend the joint in such a way that the hair strand
segment under consideration would become oriented along

®)

Figure 5: Effects of bending stiffness x and density thresh-
old 7 on hairstyles: (a) x = 0.5, 7= 0.9; (b) x = 2.5,
T=009; (c) k=05, 7=0.1.

@({x). However, hair has an elastic property that resists
such a deformation in proportion to the bending amount
and stiffness. Therefore, we determine the orientation of
a particular segment of a master strand, represented by the
unit direction vector q, by finding the joint angle that max-
imizes the following equation:

E=F¢+xEg, (2)

where Eg represents the degree to which the strand is
aligned with the force field at that point, and Ep represents
the degree to which the strand is aligned with its unbent
position. Eg is calculated by the following function:

Ep= (D(X) g,

and its value is greatest when q is aligned with ®(x). Ej
represents the amount of bending with the formula:

EB:qO'qa

where qg is the direction of the segment when the joint an-
gle is zero. Finally, « is the scalar value that models the
bending stiffness of hair. Figure 5 (a) and (b) show the re-
sulting deformation for two different values of x. Because
the functional in Equation (2) is linear, it can be solved di-
rectly to find the unit vector q* that maximizes it. The joint
angle corresponding to g* can then be calculated straight-
forwardly.

The above procedure determines the angle for a single
joint. To determine the shape of an entire master strand, the
procedure is repeated along the strand, from the root to the
tip.

3.2 Deformation Due to Density Field

The above procedure does not account for the hair-to-head
and hair-to-hair collisions. This section presents our colli-
sion handling algorithm, which is based on the density field
concept.

Detecting collisions between every pair of strands would
be computationally intractable. Fortunately, when we ob-
serve a hairstyle, collisions between individual strands are
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not noticeable. When wisps cross each other, however, it
produces unmistakable artifacts. Therefore, our collision
resolution method is developed to handle collisions at the
wisp level.

We interpret that hair produces a density field? When
the procedure in Section 3.1 would locate a wisp segment
to a position x, it is first checked if the following is true:

p(x)+palx) > 1, 3)

where p(x) is the existing density value at x, pa(x) is the
change in density that would be added due to the posi-
tioning of the wisp segment, and 7 is the density thresh-
old. When the sum on the left hand side of Equation (3)
is greater than T, this is treated as a collision and the seg-
ment is reoriented based on the gradient of the density field.
When a small value is used for 7, the overall hair volume
becomes larger, as demonstrated in Figure Sc.

3.3 Implementation Using a 3D Grid Structure

The description of the previous two sections was based on
continuous fields; however, their computer implementation
is carried out in a discretized space. To this end, a three-
dimensional grid is constructed around the head that in-
cludes all regions where hair may potentially be placed dur-
ing the styling process. The values of the styling force and
density are then stored only for points on the grid. The
styling force and density at an arbitrary point in the 3D
space is obtained by performing a tri-linear interpolation
of the values at the eight nearest grid points.

The hair deformation solver works by repeating the fol-
lowing two steps: (1) deform the strands based on the fields,
and (2) update the density field based on the deformation.
One question remains: whether the loop should run in the
breadth-first order or depth-first order. We choose to per-
form the updates in breadth-first order with the rationale
that this handles hair-to-hair collisions better than depth-
first order does, especially because the master strands are
modeled with segments of equal length, as mentioned in
Section 2. We summarize the procedure for the hair defor-
mation solver in Algorithm {.

4 Rendering

The geometric models of human hair produced by the meth-
ods described in the previous sections would not appear im-
pressive unless they are rendered properly. Rendering qual-

Even though the data to encode the inter-wisp and intra-wisp varia-
tions are precomputed in the wisp generator, we regard that the strands
do not actually exist yet. Therefore, when the hair deformation solver
starts processing strands, the density over the entire space is zero. As the
solver creates wisp segments, the density develops in root-to-tip order.

Algorithm 1 Hair deformation solver
initializeDensityField(}; // 1 inside and 0 outside the head
for joint = 1 to J /* root-to-tip order */ do

for wisp = 1 to ¥ de
deformByStylingForceField(); /* Eq. (2) */
for grid points occupied by the current wisp segment do
while checkCollision() /* Eq. (3) */ do
bend the joint by Af along the density gradient;
end while
end for
updateDensityField(); // add the density of this segment
end for
end for

ity is more important for hair than for other parts of the
body. This section addresses two problems: how to deter-
mine the color of individual strands, and how to render the
result.

Initially, the color of strands taken from the same person
may appear to be similar. However, closer examination re-
veals that no two hair strands actually have exactly the same
color. To modulate the similarity and variety of the hair col-
ors produced, a stochastic approach is employed. We adopt
HSV color system. We model hue, saturation, and value
(brightness) of a strand as three independent probability
density functions, using either a Gaussian or a uniform dis-
tribution. The different effects produced by adopting each
of these two distributions are shown in Figure 6 (b) and (c).
We can also control the color variations at the wisp level, as
shown in Figure 6d.

In order to explicitly render individual hair strands,
the Catmull-Rom splines used to represent them are con-
verted to thin ribbons using the RiCurves primitive in
RenderMan’ [2]. The hair shading model proposed by
Kajiya and Kay [11] is used for shading each strand. The
deep shadow map proposed by [15] is used to represent the
self-shadowing inside the hair volume, which is essential
for creating the volumetric look of hair.

Gy

Figure 6: Hair color corresponding to different distribu-
tions: (a) constant color, (b) uniform distribution, (c) Gaus-
sian distribution, (d) variation of colors in the wisp level.
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Figure 7: Hairstyles produced by our parameter-based hairstyler.

5 Results

We implemented the above techniques on a PC with an In-
tel Pentium (4) 2.54GHz CPU and an NVIDIA GeForce FX
5600 GPU. Using our hair modeling system, the users were
asked to either re-create styles from beauty magazines or to
create novel hairstyles. Figure 7 shows some hairstyles cre-
ated using the modeling system. Approximately 100,000
hair strands were used for each hairstyle. The styling was
done progressively in an iterative fashion. Once a set of
parameter vajues were entered by the user, it took only a
few seconds to produce and display the intermediate result.
Table | summarizes the modeling parameters used in this
paper, together with their meaning.

param. | meaning

Ny total number of strands

N, number of wisps

/{u) | length distribution within a wisp

r(s} | deviation radius of the generalized cylinder
o strand shape fuzziness
g styling force fleld
K bending stiffness of a hair strand
T density threshold

Table 1: Summary of parameters used in this paper.

6 Conclusion

In this paper, we have presented a technique to model hu-
man hair in a gravity field. A variety of hairstyles can be
generated by supplying a few parameters to the modeling
core consisting of the wisp generator and hair deforma-
tion solver. The technique is very efficient, thus allows the
styling work to be done interactively, iteratively viewing
and refining the results. In addition, the technique provides
a remarkable improvement over previous methods in the re-
alism of the result.

Although the dynamic movement of hair is not consid-
ered in this work, the technique is still useful for many ap-
plications. Hair, especially short hair, generally moves very
little unless there is a strong wind or the character makes a
sudden movement; as a result, the technique can be used in
some limited cases of character animation.
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