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Abstract 一 The growth of the World Wide Web and the advances in high-speed network access have greatly changed existing 
CAD/CAE environment. The WWW has enabled us to share various distributed product data and to collaborate in the design 
process. An international standard fbr the product model data, STEP, and a standard for 사le distributed 이)ject technology, 
CORBA, are very important technological components for the interoperability in the advanced design and manufacturing 
environment. These two technologies provide background for the sharing of product data and the integration of applications 
on the network. This paper describes a distributed CAD/CAE environment that is integrated on the network by CORBA and 
product model data standard STEB Several prototype application modules were implemented to verify the proposed concept 
and the test result is discussed. Finite element analysis server are further distributed into several frontal servers for the 
implementation of distributed parall이 solution of finite 이ement system equations. Distributed computation of analysis server 
is also implemented by using CORBA fbr the generalization of the proposed m어hod.
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1. Introduction

A rapid advancement in computer technology is 
providing motivations for researchers and engineers to 
explore a new paradigm in manufacturing environment. 
Especially, technologies including object oriented softwai'e 
development, distributed application development, and 
new international standard for representing product model 
data offers main thrust for implementing distiibuted 
and concurrent engineering environment. Terminology 
such as CIM and concurrent engineering has been 
aro니nd for many years and at least the concept has 
been sufficiently established already. However, the 
concept has not been fully implemented to everybody's 
satisfaction due to the lack of software tools and 
inadequate infrastructure of manufacturing organizations. 
The emerging technologies prompted various research 
projects for distributed and collaborative engineering in 
diverse areas in design and manufacturing.

Hardwick et al. (1996) proposed a prototype information 
infrastructure for virtual manufacturing enterprises [ 1 ]. 
The main focus is on establishing the standard data 
protocols for diverse application systems. Combination 
of the Internet with the Standard for the Exchange of 
Product Model Data (STEP) and the Common Object 
Request Broker Architecture (CORBA) is the key idea. 
At the lower level, combined 니sage of two languages,
i.e.  data modeling language EXPRESS for STEP and 

CORBA interface definition language IDL, enables such 
integration in the distributed heterogeneous engineering 
environment. They proposed the use of information 
infrastructure with STEP and CORBA. However, the 
proof of the concept was not shown with application 
development.

A paper by Pahng et al. (1998) describes more focused 
research fbr product design problems in a computer 
network-oriented design environment [2]. Tlie proposed 
framework is based on the extension of object-based 
modeling and evaluation concept to the distributed 
environment. This paper shows a good example of 
collaborative product design that encompasses potentially 
competing objectives in diverse disciplines.

The usage of 'feature、concept in the distributed 
environment is another application area that several 
researchers are investigating. A feature can be defined 
as a characteristic shape or attribute relevant to design 
or manufacturing process. Researches are tempted to 
utilize the feature concept for the distributed engineering 
environment because the feature concept provides a 
multiple view of product data for multiple applications 
that might also be distributed. The paper by Martino 
el al. (1998) addresses the integration of design and 
analysis by feature-based intermediate representation in 
the distributed environment [3]. Design-by-features and 
feature recognition approach is supported in the dis­
tributed, object oriented feature-based system architecture. 
Han and Requicha (1998) described a feature recognition 
system that runs in a distributed environment, through 
uniform API that wraps around geometric modeler [4]. 
Gadh and Sonthi (1998) proposed to use different 
levels of geometric abstraction by feature recognition 
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for Internet-based design [5]. None of the feature 
applications in the distributed environment mentioned 
above used the CORBA for communications between 
applications.

Managing and sharing of design and product 
information in enterprise level and inter-enterprise level 
is also a great concern in the Internet age. Dong and 
Agogino (1998) proposed the framework that merges 
the processes of the design documentation and design 
data management in a networked design environment [6]. 
Then the information is accessed in a client/server 
environment. The RISESTEP [기 project aims at 
developing a framework for sharing product data and 
collaborating in a distributed heterogeneous environment. 
The collaboration is achieved by sharing standardized 
product data among various partners in the extended 
enterprises. The basis for the integration in the project 
is STEP and CORBA. A similar approach for VR 
application is discussed in the paper by Marache et al. 
(1997) [8].

The aim of the SHARE [9] project at Stanford was to 
build a real-time collaboration environment upon the 
WWW. The collaboration was accomplished by sharing 
of information by Web browsers and by multimedia 
communication between participants and teams. The 
MADEFAST 110] project shows an example of 
successful usage of WWW for collaborative design by 
teams of multiple disciplines who are geographically 
distributed. The Next-Link [II] project at Stanford was 
to develop coordination agents in an infrastructure for 
distributed design and concurrent engineering.

While many engineering applications including above 

surveys are finding their way into distributed engineering 
environment, the numerical analysis such as finite 
element analysis in mechanical design process has been 
performed still in the traditional stand-alone fashion. 
The focus of this paper is to propose a framework for a 
distrib니ted finite element analysis system over computer 
network for mechanical design and to discuss the result 
from the prototype implementation. Of course, the 
proposed framework for distributed analysis will be 
well fitted in the overall distributed engineering 
environment by means of using standard data and 
communication protoc이s.

2. Enabling Technologies

2.1. Software dev이opment with CORBA and 
Java

Fig. 1 shows application software development process 
with CORBA |12, 13]. Orbix and OrbixWeb from 
IONA 114] Technologies were used as CORBA tool, 
and the Java was used as a development language in 
이日 reseai'ch.

Java and CORBA are mutually complementary 
technologies in distributed software development [15]. 
These technologies allow development of powerf니 1 
distributed engineering applications on the WWW. 
Communication between clients and remote server is 
supported by CORBA protocols. Clients can be developed 
as Java applets and can be downloaded from remote 
server through Web browsers.

Fig. 1 shows how CORBA interface for distributed 
applications is defined and necessary client and server

Adding Data Transform Module :

Fig. 1. Software development with CORBA.
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code are developed with implementation language, in 
this case, Java.

Java is an object oriented programming language 
rapidly accepted by software developers. One of the 
characteristics of Java in developing distiibuted applications 
is platform independent byte-code. The byte-code is 
interpreted by Java interpreter and exec니ted. Another 
characteristic is the mechanism of Java applet. Java 
applets can be downloaded in real time through Web 
browsers and executed on host computer automatically. 
Java applets make development and installation of client 
components easier in distributed application systems. 
Fig. 2 depicts mechanisms of how remote CORBA 
applications can be invoked in distributed application 
environment implemented with Java and CORBA on 
the WWW.

2.2. Finite el이n이it analysis with STEP
One of the important aspects in engineering 

collaboration in distributed environment is how to store 
and efficiently share product data between distributed 
applications. One approach is to use standard product 
model data. ISO 10303, STER covers varies product 
model data in many application areas. Prod니c【model 
data for engineering analysis is also covered by 
Application Protocol 209 in STEP |16]. STEP AP209 
[I7| provides a standard data model that satisfies the 
need for the exchange of computer-inteipretable structural 
product definitions, including product shape, associated 
FEA models, material properties and analysis results. 
The nat니re of standard representation of FEA models 
and analysis results allows easy integration and data 
sharing with other existing FEA applications. To use 
STEP for developing finite element analysis software, it 
is necessary to paise and generate STEP physical files 
according to the AP209 schema defined with EXPRESS.

ST-Developer from STEP Tools Inc, was used in our 
implementation to generate C++ classes for entities in 
the AP209 s아iema. An interface between STEP data 
and finite element analysis module is necessary to 
translate STEP data into generic analysis data used in 
아ar finite analysis modules.

3. Distributed Finite Element Analysis

Finite element analysis of large structures usually 
requires huge amo니nt of comp니ter resources. For the 
cost-efficient analysis of large structures, vari이js parallel 
computational scheme have been proposed. Since the 
specific hardware was needed for the parallel computalion. 
the application of the algorithm was highly limited in 
the past. However recent development of distributed 
environment over the network provides promising 
motivation in the system eq니ation solution fields.

In this paper, distributed finite element analysis 
system is proposed for the solution of the system 
equations. In the proposed system, heterogeneous 
hardware systems are integrated over the network for 
the simultaneous calculation of the large structural 
system.

3.1. Parallelized finite element analysis
In the first stage of the parall이ization. studies were 

focused on the system matrix modification for the 
utilization of muIti-CPU facilities. Recent studies are 
based on the subdivision of the analysis domain. Domain 
Decomposition Method is one of those propos이s, 
which is based on the subdivision of the structures into 
the number of substructures. Each domain is independently 
analyzed and assembled to form a complete sub니nalrices. 
Degrees of freedom along the boundaries are collected 
through internet for the solution of the system matrix. 
Pre-conditioned Conjugate Gradient (PCG) method is 
also proposed for the analysis of large structures (18],

In tliis paper we proposed a parallelized system 
equation solution scheme in distributed environment. In 
the solution process multi-frontal algorithm has been used 
for the main solution method [ 19-21 ]. For the multi- 
frontal solver, efficient domain decomposilion is required. 
Sol니tion efficiency is highly depends on the nature of 
domain decomposition. Hence proper construction of 
wave front decomposition and multi-frontal solution 
scheme is necessary. In this paper, domain decomposition 
is performed by graph decomposition theory [22].

3.1.1. Parallelization by Multi-frontal method
Parallelization of the multi-frontal solver is realized 

by use of its inherent chai*acteristics,  that is, independent 
calculation of each wave front and independent 
assembly of adjacent frontal degrees of freedom. Entire 
domain is decomposed into the number of CPU's used. 
Assembly between different hardware platfoim requires 
r이atively small amount of data transfer. In this way, 
efficiency of parallel computation can be highly 
improved.

In the frontal solution procedure only those equations 
that are actually required for the elimination of a 
specific degrees of freedom are assembled, the degrees 
of freedom considered statically condensed。니L and so 
on. An advantage of the wave front solution is that
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• : Active DOF O : 이iminated at current step O : 이iminated at previous step

Fig. 3. Successive elimination in the frontal method.

elements can be added with relative ease because no 
nodal point renumbering is necessary to preserve a 
small bandwidth. Further, it does not require the 
assembled global stiffness matrices, the method can be 
implemented with relatively small amount of hardware 
resource like high speed main storage and auxiliary 
devices.

Fig. 3 shows the procedure of frontal solution algorithm 
where internal degrees of freedom are statically 
condensed out as soon as it is assembled. The wave 
front or frontal method is an arrangement of Gauss 
elimination in which assembly of stiwctural equations 
alternates with their solution. The first equations to be 
eliminated are those associated with element 1 only. 
Then the adjacent element, element 2, makes its 
contribution of stiffness coefficients to the system of 
equations. If any additional equations are fully summed 
一 that is, if any additional degrees of freedom are 
shared by elements 1 and 2 only 一 these equations are 
eliminated. The next elimination awaits contributions 
from one or more additional elements. This repetitive 
alternation between assembly and solution can be 
viewed as a "wave” that sweeps over the structure in a 

pattern dictated by the element numbering.
Multi-frontai solution procedure is an extension of 

fontal solution scheme. In this procedure, several 
independent wave front are employed in the first stage 
and each wave front is assembled altogether later on. 
Fig. 4 shows the procedure of multi-frontal solution 
algorithm where four independent wave fronts are 
employed for example.

Multi-frontal sokition algorithm is the process of 
reducing the number of d.o.f by substitution, fbr example, 
by stalling a Gauss elimination solution of equations 
for unknowns but stopping before the stiffness matrix 
has been fully reduced. M니Iti-frontal solution process 
is described as follows.

1. Evaluate [k] and {f} for each domain, where [k] 
and (f} pertain to all d.o.f. of the domain. Let the 
equation [kA](uA} = {fA} represent a portion of 
the domain A. And Let d.o.f. (uAJ be partitioned 
so that (uA)=[Uj, uc]T, where (Uj} are interface 
d.o.f. to be retained and (uc} are internal d.o.f. to 
be eliminated by condensation. Thus [k]( u } = {f} 
become.

Fig. 4. Analysis procedure in multi-frontal method.

Merging Int ?rface-Fronts 
Between domains
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Fig. 5 shows the procedure of merging fronts between 
neighbored domains. Each domain is composed of 
four-element assuming d.o.f. of each node is one.
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2. Assemble domains by connecting interface nodes 
(i.e., nodes shared by domains). Thus generate 
stmctural equations |KJ{■} = {%}, in which {【J} 
contains the interface d.o.f. of all domains. Solve 
for {Ui}.
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d.o.f. {Uj} of that domain. Use eq. (2) to compute 
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Fig. 6. Distributed parallel computation over the network.

Single process

Pai'allel libraries like MPI (Message Passing Interface) 
or PVM (Parall이 Virtual Machine) ai*e  implementation of 
pai'allel finite element solution scheme based on the multi- 
frontal proced니re. But those previous implementations 
were mainly used for the multi-CPU super computer 
facilities.

In this paper, multi-frontal procedure has been 
implemented over the distributed environment by using 
CORBA which has 시ready been used for the distribution 
between various servers. Fig. 6 shows schematic diagram 
of the distributed parallel comp니tation over the network 
by CORBA.

Upon analysis data are provided to the analysis 
server in the form of STEP Physical file, the analysis 
server divides the calculation domain according to the 
status of active frontal server. Total number and the 
capabilities of available active frontal servers are 

considered in this domain decomposition. Information 
on each analysis domain are transferred from analysis 
server to selected frontal severs. Individual frontal servers 
are invoked through multi-thread in order to perform 
the independent computation, i.e. distributed parallel 
system by CORBA.

Here, each frontal server is provided with the data 
which is an object defined through CORBA-IDL 
interface. In this way, efficiency of frontal solution 
itself can be improved. After complete elutions are 
obtained at Analysis Server, the results are returned to 
the client in the form of STEP physical file.

For the effective use of distributed from시 servers, 
proper distribution of the calc니lation load are crucial 
since each servers are built on heterogeneous platforms 
and have different capabilities. Multi-graph theory is 
employed for the efficient domain decomposition of the 
analysis domain.

3.1.2. Domain decomposition by graph theory
In the parallel computer, proper division of the 

domain is necessary in order to maintain the balance 
between distributed hardware platforms. It is also required 
to minimize the size of the wave front between 
boundaries of each wave front.

In this paper, multi-stage graph theory was adopted 
for the efficient domain decomposition of multi-frontal 
solution [23J. Actual implementation was done by using 
the freeware Metis [24].

Fig. 7 shows an example of domain decomposition 
by using multi-stage graph theory. In the example, 
finite elements are divided into 4 regions. Information 
on the boundary nodal points are transfen*ed  to the

Fig. 7. Domain decomposition by graph theoiy (a) 3564 DOF, (b) 19968 DOE and (c) 38331 DOE
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Table 1. Hardware configuration for test run

Server CPU Memory

Analysis Pentium III 700 256 Mb
Frontal [ 1 ] Pentium III 700 256 Mb
Front시 |2J Pentium III 500 256 Mb
Frontal |3] Pentium III 500 196 Mb

DOF

Fig. 8. Performance comparison for DOF Increment.

frontal servers.

3.2. Distributed finite analysis element using 
CORBA

A test bed is developed for the implementation of 
multi-frontal solver based on multi-step graph theory 
and CORBA. Three examples in Fig. 7 are analyzed in 
order to demonstrate the efficiency of the multi­
distributed m니ti-front이 procedure. Table I lists the 
development environment for the frontal servers. Fig 8 
shows the analysis results compaiison that demonstrates 
the performance of the distributed multi-frontal solver.

4. Distributed An이ysis System Architecture

4.1. System architecture
A lest bed has been developed to demonstrate the 

proposed scheme. Current implementation of the proposed 
system architecture includes database server and 
application servers that are completely separated from 
the client software. Current server applications include 
CAD server, database server and Finite Element An시ysis 
server [25]. Each server is composed of several 
independent modules that can interact with other server 
modules or client. Design data is stored in the database 
server as STEP AP203 physical file. Analysis data 
including loading, boundary conditions, analysis 
parameters and mesh data is generated and managed 
with STEP AP209 schema. Analysis results, such as 
displacements, stress distribution data are also managed 
as STEP AP209 physical file in the database server.

CAD server is composed of visualization module and 
meshing module, When a cli이it want to see the shape 
of the part, visualization module generates Java 3D 
rendering data from the corresponding STEP data in

Analysis Solver (Multi-frontal Server)

Extern기 Sen-er © 令 . Frontal Server I Frontal Server II

Fig. 9. Distnbuted finite element analysis system architecture.

the database and send it to the client applet. Meshing 
module generates finite element meshes for the 응eomeiry 
retrieved from the database after receiving data including 
element type and mesh density from the remote client.

Our current implementation of analysis server includes 
external port for the external commercial analysis code, 
main solution module, and multi-frontal solver module. 
Multi-frontal solver module also distributes the solution 
domain over the network through CORBA.

Current client also implements Java3D and Swing 
package for the user interface and data output.

4.2. Scenario for the distributed analysis
The following is work scenario for the prototype 

implementation of the proposed distributed analysis 
system architecture.

(1) Client connects to the Web server which provide 
client Java applets with common Web browser.

(2) Java applets for the user interface is downloaded 
to the client Web browser.

(3) Client connects to the DB (STEP data) server to 
retrieve project information. The project data 
contains meta data that points to relevant CAD 
data, mesh data, analysis res니It data and etc. 
Model data can be viewed through Visualization 
server where mod이 data are transformed into 
Java 3D renderin흥 data and downloaded into 
client applet.

(4) Upon client's request for meshing or solving, 
application server requests necessary data (STEP 
data) list from DB server. Operations requested 
by client are performed al each conip니ler where 
corresponding application modules reside. Analysis 
parameters are also provided.

(5) Finite element analysis is performed by invoking 
the Analysis server.

(6) Analysis server invokes Multi-frontal server for 
the distributed parallel process. Analysis server 
also divides the analysis domain into substructures 
for the parallel computation.
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(7) Analysis Server translates the domain information 
into the objects defined according to the IDL 
Interface. Client may receive results from application 
modules after computation is finished.

(8) Objects translated from each domain information 
according to the IDL Interface are provided from 
the analysis server to the selected active frontal.

(9) Client may receive results (STEP Physical File) 
from application modules after computation is 
finished.

(10) Client may save all the operation results at DB 
server. Analysis results are saved in STEP AP209 
physical file format. Project data may also be 
renewed.

Interface between the server applications and client 
software is facilitated by ORB middleware. Clients 
only need to request service to ORB regardless of the 
type or location of the servers. Fig. 10 shows the 
process between various servers and the client.

4.3. Scenario for collaborative analysis
The following is work scenario for collaborative 

an 이 ysis.
(1) Clients connects to the Web server which provide 

I酿襪蘭 you 지low •park* join this session ?

I Ok " Cane미

Java Ap洲어 Window

Fig. 11. Creating/joining analysis session.
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client Java applets with common Web browser. 
And Java applets for the user interface is 
downloaded to the client Web browser.

(2) Clients enter or join session for collaborative 
analysis.

(3) Clients connect to the DB server to retrieve 
analysis model and result data.

(4) Clients discuss analysis results with clients in the 
session.

Fig. 11 shows that a client joins a session.
Fig. 12 shows analysis conference session sharing 

and discussing analysis results between remote analysis 
clients.

5. Conclusion

In this research, we tried to demonstrate the feasibility 
of STEP-based integrated engineering environment 
through the development of distributed finite element 
analysis system with STEP and CORBA. STEP product 
model data, including finite element analysis results 
data, in the form of physical files or database generated 
from the proposed system may be shared by other 
distributed application modules without special tran이ation 
efforts. The enabling technologies such as CORBA and 
Java play key roles in the development of integrated 
and geographically distributed application software.

In addition to the distribution of analysis modules, 
n니merical solving process itself was again divided into 
parallel processes using multi-frontal method for 
computational efficiency. In contrast to the specially 
designed parallel process for specific hardware, CORBA- 
based parallel process is w이 1 suited for heterogeneous 
platforms on a network.

The idea of Web-based distributed analysis system 
may be applied to the engineering ASP for design and 
analysis in the product development processes. Rapid 
progress in the network technology, including high 
bandwidth, will accelerate this trend. The trend of 
using pay-per-use engineering ASP through the Web is 
another driving factor for the further development of 
由is approach.

We believe that the proposed approach for the 
analysis can be extended to the entire product development 
process for sharing and utilizing common product data 
in the distributed engineering environment, thus 
eventually provide bases for virtual enterprise.
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