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ABSTRACT

In a traditional customer support environment, mainly call centers or service centers are responsible
for receiving inquiries from their customers via telephone calls. Due to the rapid growth of Internet
with its widespread acceptance and accessibility, means of communication with customers in the
traditional customer support center, such as telephones, Ictters, and direct-visiting, have been replaced
by e-mails and bulletin board systems (BBSs) using the Internct constantly. BBSs are basically
question and answer systems, they require some lead time to get answer from administrator. To
reduce lead time, BBSs enable remote customers or users to log on and tap into a knowledge database
that is generally formatted in the form of Frequently Asked Questions (FAQs) that provide answers
and solutions to the common problems. And, many different types of the questions are mixed on the
BRBS. It is a burden to administrator. To build FAQs and to support BBS adminstrator, a supporting
tool which is to categorize questions is helpful. In this research, we suggest an interactive quesiion
categorizing methodology which consists of steps to present question wsing keywords, identifying
keywords’ affinity, computing stmilarity among questions, and clustering questions. This methodology
allows users to interact iteratively for clear manifestation of ambiguous questions. We also developed
a prototype system, 1QC (interactive question categorizer) and evaluated its performance using the
comparison experiments with other systems. 1QC is not a general purposed system, but it produces a
good result in a given specific domain.
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1. Introduction

Recently, customer support in organizations
is one of the important business improvement
themes to improve their business competences.
Many firms have realized, as their marketplaces
have become more global and service oriented,
that customer support is critical to their
competitiveness [11]. Therefore, most of all
firms currently provide web-based customer
support access or online help desk [10]. For
example, Microsoft s Web-based customer
support gets over 100,000 unique customer visit
per day. By handling this volume of customer
support online, Microsoft has been able to
maintain a constant level of phone support
during a period of sales growth. At Novell,
web-based customer support has reduced phone
support by 45%. At Network Associates and
Great Plains, Web-based customer support
has reduced phone call volume by 37 and 209,
respectively [16]. Many firms are taking
advantage of the Web-based customer
technologies to give customers direct access to
their customer support knowledge base or his
agent [5]. The typical form web-based customer
support system is the bulletin board systems
(BBSs).

In a traditional customer support environment,
mainly call centers or service centers are
responsible for receiving inquiries from their
customers via telephone calls. Due to the rapid

growth of Internet with its widespread acceptance

and accessibility. means of communication with
customers in the traditional customer support
center, such as telephones, letters, and direct-
visiting, have been replacing by e-mails and
bulletin board systems (BBSs) using the
Internet constantly [4].

BBSs have brought cut some issues. First,
as BBSs are basically question and answer
systems, they require some lead time to get
answer from administrator [4]. Customers are
dissatisfied with late resposes of the BBSs.
The response lead time of the BBSs is in
contrast to telephones. To reduce lead time,
BBSs enable remote customers or users to log
on and tap into a knowledge database that is
generally formatted in the form of Frequently
Asked Questions {FAQs) that provide answers
and solutions to the common problems [6].
To build FAQs, we have have to categorize
and analize previes questions in the BBS.
Second, many different types of the questions
are mixed on the BBS. Especially a large sized
company which has several divisions and deals
with lots of products is always distressed by
the problem. For example, BBS of the company
many different type guestions such as recruiting,
product information, IR information, after
service and so on. The categorizing questions
into right category are difficult and time-
consuming work. To categorize questions, an
automatic ool is helpful. An automatic question
routing systems using machine learning is

suggested, which automatically categorizes the
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questions on the BBSs [4]. The study discussed
some categorization method based on machine
learning. In spite of many advantages. the
study shows low accuracy of classification
result, 52% from 63%.

In this research, we suggest an interactive
question categorizing methodology, which uses
a domain dependent knowledge in the form of
affinity network. The procedure of suggested
methodology consists of the following steps:
presenting questions using keywords. identifying
keywords' affinity, computing similarity among
questions, and clustering questions. The suggested
methodology allows administrator to interact
tteratively for the clear manifestation of
ambiguous questions. Furthermore, the
methodology organizes the questions without
the burden of BBS administrator in a given
domain. We develop a prototype system, an
interactive question categorizer (IQC) to
implement and evaluate this methodology.
Compared with manual work, our suggested
methodology can handle information overload
problem. We have evaluated 1QC with an
example sel, and compared the result with
manual work. In this research, the main focus
is the question categorizing on the BBSs.

In addition, the stored questions can be used
as the voice of customer {(VOC) in customer
relationship management. To gather VOC.
many companies have tried to use BBS in
their efforts. However, to discover knowledge

about customer such as customer needs and

new business opportunities, categorizing of
questions is required from BBS. The suggested
methodology can be used as customer knowledge
discovery.

The scope of the research is organized as
follows. The related research into question
categorizing is briefly surveyed in section 2. In
section 3, an interactive question categorizing
methodology is explained with an fllustrative
example. In section 4, the system implementation
and the result of the experiment is explained.
Finally, concluding remarks and further research

areas are discussed in section 5.

2. Literature review

Clustering has been perceived by researchers
in various domains to bc a tool of discovery.
It partitions a set of objects into non—overlapping
subjects called clusters such that the objects
inside each cluster are similar to each other
and the ohjects from different clusters are not
similar. The main focus of our research is
categorizing questions on the BBSs. The questions
posted on BBSs are similar to the documents.
So we developed an interactive methodology
based on the existing document classification
or document clustering methodologics. In this
section, we reviewed the previous document

classification methodologies in brief.
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2.1 Vector-space model

Vector-space model of Salton retrieves a
specific document by a predefined similarity
evaluating a given query and documents set
with stopping values [14). The vector-space
model uses an available term set to identify
both stored records and information reguests.
Both queries and documents can be represented

as term vectors of the form:

Dl = (aﬂ, LK e ﬂﬂ) , and

Qj = (qﬂ. qj'g ...... . q}-t) ’

where the coefficients a, and qj represent
the values of term k in document D; and query
Q; respectively (12, 13, 14]. Typically a; (or
qjk) is set equal to 1 when term k appears in
document D; { or in query Q j). and to (t when
the term is absent from the vector. Assume a
situation in which ¢ distinct terms are available
to characterize record content. Each of the ¢
terms can then be identified with a term vector
T. and a vector space is defined whenever the
T vectors are linearly independent. In such a
space, any vector can be represented as linear
combination of the t term vectors. The rth

document, D, can be written as

D, = Za,; T, . where the ari is interpreted

=1
as the components of D, along the vector T
In vector space, the similarity between

document and query is defined as,

3
Dr * Qs: ZianquTi ¢ Ti
=

A similarity computation can then be used
to obtain pair-wise similarity measurements
between documents. Pair-wise similarity
measurements forming a basis for certain

document-clustering systems are defined as:
t
S1D, * Q= _Elanqu
=

The vector-space model can be used to obtain
correlations, or similarities, between pairs of
stored documents, or between gqueries and
documents, under the assumption that the ¢
term vectors are orthogonal, or that the term
vectors are linearly independent, so that a

proper basis exists for the vector space.
2.2 Automatic document classification

The conventional document classification
has been catried out manually. But the automatic
approach to the classification has been tried
out since late 1960's. In automatic document
classification, there have been two approaches.
One is to use an already fixed classification
table. This is to allocate documents among
the given categories. The other is to allocate
documents according to the contents similarities
between documents instead of a priori

clasgification table.
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2.2.1 Classification Table

The automatic document classification classifics
automatically among the given categories or
the generated categories by experience using a
priori classification table [2, 8]. A disadvantage
of this automatic document classification
methodology is that in many cases a priori
classification table does not exist or it is difficult

to build a classification category.

2.2.2 Clustering

To carry out the cluster generation, two
main strategies can be used. First, a complete
list of all pairwise similarities can be constructed :
in that case it is necessary to employ a grouping
mechanism capable of items with sufficiently
large pairwise simiarities to be assembled into
a common cluster. Alternatively, heuristic
methods can be used which do not require the
computation of pairwise similarities [9. 14].

When cluster generation depends on pairwise
term similarities, a term-document matrix is
conveniently used as a starting point, foliowed
by a comparison of all distinet pairs of matrix
rows to be used for document clustering. The
pairwise comparison of matrix columns produces
N(N-1)/2 different pairwise term similarity
coefficients for the documents, where N represents
the number of documents. No matter what
specific clustering method is used, the clustering
process can be carried out either divisively or
agglomeratively. In general case, the complete

collection is assumed to represent one complete

cluster that is subsequently broken down into
smaller pieces. In the latter, individual similar
items are used as a starting point, and a gluing
operation collects similar items, or groups, into
larger groups [7]. Several methods using graph
theory have been proposed to generate several
clusters. The representative methods are single-
link clustering. complete-link clustering, and
group-average clustering [14]. The hierarchical
clustering strategies are based on prior knowledge
of all pairwise similarities between items [9].
Therefore the corresponding cluster-generation
methods are relatively expensive to perform.
In return, these methods produce a unique set
of well-formed clusters for each set of data,
regardless of the order in which the similarity
pairs were introduced into the clustering process.

Please refer paper [14] for a more detail.

3. The interactive methodoloy
for Questions Categorizing

3.1 Overview of the methodology

In this research, an interactive methodoly
is suggested to categorize the questions posted
on the BBSs. The procedure can be explained
in two parts, calculation of the similarity
between questions and inleractive clustering
of the questions. The process of calculating
similarities between questions composed of the

following three steps. First, the questions on
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the BBS are included according to the affinity
between keywords. Second, weighted guestion
matrix is constructed, where the weight of
question is determined from the keyword
frequencies. Finally, the simijlarities between
all questions are computed based on the weighted
question matrix. After the similarity matrix is
constructed, the clustering process is performed.
Single linked clustering algorithm performs the
clustering process automatically. but if a question.
pair has a value in predefined indifference level.

it is necessary an interactive iteration procedure

Question indexing

Question . K d
database using :ywor s

Keyword
affinity

Generating weighted
question matrix

v

Generating
similarity matrix

v

Search candidate
guestion pair?

Yes

earch indifference
question pairs?

Taking user’s opinion

‘—> Clustering selected pair

¥

Update similarity matrix

4

Naming Cluster

which obtains the opinion of a facilitator. Figure
1 presents the overall procedure.

Next sections contain the key algorithms
such as question indexing based on keyword
and its affinity, generating a weighted question
matrix, generating a similarity matrix, and

interactive clustering with an illustrative example.

3.2 Question indexing using keywords and
its affinity

In this research. the generated n questions

~

> Calculation of the similarilies

J\L

No

> Inferactive clustering

/

{Figwe 1.) The owverall proceduwe of interactive question categorizing.
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are represented as keyword vectors of the form
Qi = {8y 8gp v 84p)

. where the coefficient aki represents the
value of keyword i in question Q. Typically
aki is to be 1 when keyword i appears in
question @, and 0 when keyword i is absent
in question Q. We regard all words except
grammatical function words such as “and’.
“of”, "or”, and “but” in the composition of
written text as keywords. Figure 2 shows an
example of initial question matrix, where six

questions are represented by nine keywords.

3
w

£ AE JASAElB HIPY 7 47 183

Keywords alone are not enough to represent
the questions. so this research uses synonym
to represent the questions exactly. The affinity
value among synonyms has a number between
0 and 1, and it is stored at a network-type
knowledge base. For example, the “customer
and “consumer may be used as a synonym,
and the affinity exists between the two words.
The keyword affinity network for the above
example is assumed to be stored at knowledge

base in advance as the following Figure 3,

Keywords

T, 1, T, ., T. T, T, 1,

Q 1 0 o0 1 1 0 0 0 o

Q, [V 1 0 o0 o0 0 0 0

Questions % 0 o 0 0 0 1 ! t !
(47 0 1 1 i 1 o 0 o0 0

Q ¢ o o 1L o 1 o0 1 1

Q 1 ¢ 1 o0 0 ¥ o 0o 1

{Figure 3.) Keyword affinity network for the example
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After the initial question matrix is generated,
a question matrix K is constructed based on
the initial question supplemented from the
keyword affinity of the keyword afiinity network.
In that case, it is computed an affinity value
among all keywords in index, which represents
the degree of similarity. If a directed link
between keywords does not exit in keyword
network, the affinity value between keywords,

T; and T is computed by the following equation

Affinity (T, T;) = Max{Min{ Affinity (T, T},).
Atfinity (T T ) k=1..n.

The affinity values between all keywords in
index are computed. If Affinity( TI-,TJ-) is not

zero between keywords T; and T, where ay;

{the value of keyword ; in question Ik) is zero,
and ag; is one. then a;; is replaced by
Affinity( T}, T,). For example, assume that
keyword affinity network is given like Figure
3, where the affinity value between keyword
T, and Ty is 0.8. At first, only keywords T},
T4, and Ty are assumed to be appeared in I,
but considering the keyword affinity. I; becomes
related with keywords T, T3, and 77 also. It
will be found that a;, is replaced with 0.8,
Affinity (T}, T ). Please refer Figure 4 for the
algorithm generating question matrix reflecting
keyword affinity from initial question matrix
and keyword affinity network. Figure S shows
the question matrix reflecting keyword affinity

relations.

Question matrix F is represented as keyword vectors of the form

i il

The generating algorithm is presented as follows.
I(ij) :@ the element of initial question matrix I
K(ij) : the element of keyword affinity matrix K.
R(i}) : the element of question matrix R.
i_n . number of questions,
k_n ! pwnber of kinds of keywords.

mXn

Initialize matyix R =
For m=1 to in

For n=1 t k_n
IfI

0.

{mn) is 0 then
For j=1 to n_k.
If I{mj) less than K(n,j) then.
R{m,j) = Ki(nj)
End Loop j
End Loop n.
End Loop m.

{Figure 4> The algorithm for question matrix reflecting keywords' affinity.
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Keywords

L, T, LT 1,1 L T

Q 1 8 6 1 1 e 2 0 0

Q: 8 1 1 .2 4 0 2 0 0

Questions & 2 .2 2 2 .2 1 1 1 1
Q, 38 1 1 1 1 0 2 0 0

& |2 2 2 2z 1 2 1 1

Q; | S r 2t ¢ 2 o0 1

(Figwe 5. Question matrix reflecting keywords  affinity

3.3 Generating weighted question malrix

Question is represented in vector form by
keywords. However, the keywords of each
question have different degree of importance.
We represent the degree of keyword importance
as weights. The keyword weight of each question
is determined by the ratio of the frequency of
a keyword to the sum of frequencies of keywords
of the question. For example, T;. Ty T, T,
Ts and T are the keywords with non-zero
value in question @; of Figure 5. The frequencies
of those keywords are 2, 2, 2, 3, 3, and 1
respectively. The sum of the frequencies is 13,
so the weight of T} in question @, becomes
2/13. If the number of questions and keywords
are m and n respectively, the keyword weights
are represented by the following weight matrix
W,

=lw.. <
w MW‘JUan 0 <w

The weighted question matrix D is gencrated
from the question matrix R multiplied by the

weight matrix W,

D= WQR, where W = Jw; |
R <[]

and ndﬁ“

+
mXia

»
mXxn

= ||WU . \vi’.lmxno SduSl.

mxn

A detailed algorithm for generating W is
given at Figure 6. Figure 7 shows the
weighted question matrix of the example.

Please notify that it is omitted a keyword
weight matrix W.
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The weight matrix of keywords is generated based on the frequency of keywords. Weight matrix
of keywords R is represented as

w= | 0 <wy<l

i
¥ mxn

The generating algorithm i presented as follows.

keyword_frequency(j) : number of jth keyword frequency.
R{ij) : the element of question matrix R.

W(ij) : the element of weighl matrix W.

total : total number of keyword frequencies.

in : number of questions.

k n . number of keywords.

Initialize matrix W with 0.
For m=1 to iLn
For n=1 to k_n.
K R(mn) is not 0 then
total = total + keyword_frequency(n).
End Loop n.
For j=1 to k_n.
W{m,j) = keyword_frequency(j) / total
End Loop J
End Loop m.

{Figure 6.) Generating weight matrix of keywords

Keywords
T, T, L. T, L, ., T, T, T,
& | 15 .12 09 .23 23 06 02 0 O
Q | .12 15 .15 05 09 0 02 0 0

Questions
02 .02 02 .03 03 .1 05 . .15
@ |.a2 a5 a5 23 23 0 .02 0 ¢
& | .02 02 w02 a5 03 g 01 g .I5
& l.as a0 a3 04 a9 0 01 g a9

{Figwe 7> Weighted question matrix of the example

34 Generating similasity makrix keywords and their frequencies are also simiar,
then it is concluded that two questions are

A similarity matrix represents the degree of similar and is grouped into a same cluster.
similarity between the questions. The basic The similarity degree between two questions

question is that if two questions have similar is generated from a weighted question matrix.
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LB )
Q 79
Q. 79
Questions @ 26 23
42 98 .85
Q; 48 .26
&% 72 .76

187

Questions

Q & & &

.26 98 .48 .72

.23 85 .26 .76
.26 .87 58

.26 47 74

87 47 .53

B58 .74 .53

<Figwe 8, Similarity matrix of the example,

In this research, one question is represented
1.

m, and m is the number of questions. So a

by n-dimensional vector, D} where i =

question vector set D becomes a set whose
elements are m question vectors. Therefore, a
similarity matrix S, represented by m X n
matrix, is computed as follows.
D= {D}'}j'=].rn D;- = (d:'j)j=!.n where d” is the
Jjth value of question vector D,
S= ||sim(D;-'Dj)“ .
. D.
where Sim(D;D;,= — 1
DDy
Hence, the similarity degree or similarity
value between questions is represented by the

cosine value of vector D; and vector D; Figure

8 presents the similarity matrix.
3.5 Interactive clustering

Based on a complete list of all pairwise

similarities, our suggested interactive question

= cos #0 SGS%.

clustering methodology groups questions with
sufficiently large pairwise similarities into cne
cluster. The basic question of our methodology
is as follows: PFirst, a question pair with the
highest similarity value is grouped into one
cluster. Second. if the difference between the
highest similarity value and the second highest
value is within a given indifference value, we
call the two question pairs as indifferent question
pairs, and an interactive procedure is occurred
to determine which pair is to be selected
regarding administrators’ domain specific
knowledge. Third, a clustering procedure is
continued until the similarity values of remaining
question pairs are below the stopping value.
Therefore, two strategies are possible about
selecting next question pair. One is an automatic
procedure that relies on similarity values only
and the interaction with the facilitator is not
occurred. The other one is an interactive
procedure that depends on similarity values

and a predefined indifferecnce value. The
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automatic procedure is a special case of the
interactive procedure when the indifference
value is zero. Therefore an interactive procedure
is explained hereafter and the performance
between the two approaches is discussed at

next section.

The overall procedure of the interactive
question clustering methodology is as follows:

Step (1) Initializing indifference value:
A facilitator decides a stopping value and an
indifference value considering the importance
or characteristic of a given problem. The
indifference value is a value between 0 and
L0.

Step (2) Looking for candidate question
pairs: If a question pair should be a candidate
pair, the similarity value of the pair should be
larger than the stopping value. Candidate
question pairs consist of the question pairs
with the highest similarity value, and the other
pair(s) of which similarity value is greater
than the highest similarity value minus
indifference value.

Step (3) Stopping condition: If there
are no more candidate pairs, stop it. Otherwise
g0 to step 4.

Step (4) Selecting one question pair:
Candidate question pairs are suggested to the
facilitator, and one question is selected.

Step (5) Linking the question pairs:
The selected question pair is grouped into same

cluster, and the similarity matrix is updated

according to single linked method. Single linked
method uses a higher similarity value of selected
question pair as that of the cluster. Go to step
2.

As the indifference value is close to 1.0, the
interaction with facilitator is occurred many
times. So the knowledge or the preference of
facilitator is well cooperated but the burden
of facilitator is increased. If the indifference
value is close to 0. the procedure becomes an
automatic procedure, and the knowledge or
preference of facilitator can not be cooperated.
The stopping value influences the number of
combined clusters. If a larger stopping value
is used, the questions are less clustered, that
means the numbers of questions are not much
decreased. Qtherwise, the fact that a stopping
is close to 0 implies that all the questions are
close to be one question (cluster).

Figure 9 shows an interactive clustering
procedure based on the similarity matrix of
Figure 8. In this example, it is assumed that
the stopping value is (.6, and indifference value
is 0.05. Q1 and @4 are selected as a candidate
guestion pair because they have the highest
similarity value {0.98) and the next one (0.85)
is below the highest value minus indifference
value. @ and Q¢ are grouped into one cluster,
and the similarity matrix is updated by
recalculating the similarity values of the cluster
(@ @) and others. For example the similarity
value between @1 and Q2 is .79 at first time.

After the clustering, the similarity value between
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(@ @4) and @2 becomes 0.85, because the
similarity value of @1 and @4 is greater than
&2 and @4 The updated similarity matrix is
given at step2. At step2, two pairs (G2, @5)
and ( Q1 Q4. @2} becomes candidate question
pairs, because the similarity values of both
pairs are greater than the stopping value (0.6),
and the next highest value {0.85) is greater
than the highest similarity value (0.87) minus
indifference value (0.05). In this example, it
is agsumed that (@1 Q4. Q2) is selected by
the facilitator. So (@1 @4 @2) becomes one
cluster represented as step3. This procedure is
continues until there are no more candidate
pairs. The final resuit of our procedure is
represented at step9, which shows that the six
questions are grouped into two clusters, (@1

Q2 @+ Q) and (Q3 Q5).

Step 1

Q] Q‘ QI Q' QS Qﬁ'

R Q.Q
Q.Q;
Q

Step 3

Q) QJ Q} 0) QS Qﬁ

4. System Implementation
and Experiment

4.1 Architecture of 1QC

The interactive approach based on knowiedge
base proposed in this paper is implemented as
a prototype system called IQC (Interactive
Question Categorizer). IQC intends to aid the
administrator of the BBSs. IQC consists of
Database, Knowledge-base, and three major
modules. The modules are User Interface,
Similarity Calculator, and Interactive Cluster
Generator. Figure 10 shows the system
architecture and the relationships among these
system components.

The User Interface module provides interactive

question and answer functions. It takes the

Qe Q& Q o O

Q@ Q
Q
Q;
Q;
Qs

Step 2

QRQ0 Q;

QR0 . 58
e 58 .

Step 4 Step S

(Figwe 9.) Clustering procedure of the example
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stopping value and indifference level, presents
indifferent question pairs, asks user opinions
about indifferent question pairs, accepts the
answer, shows the result of question clustering,
and takes the name of the cluster. The interaction
between the administrator and IQC is performed
at User Interface. The Similarity Calculator
performs the suggested subalgorithms described
at section 3.2 through 3.4. Question indexing,
question matrix generation reflecting keyword
affinity, weighted question matrix generation,
and similarity matrix generation are performed
at the module. This module interacts with
Database and Knowledge-base. The overall
procedure of Interactive Cluster Generator
module is described at section 35. The Interactive
Cluster Generator adopts a single linked clustering

methodology and uses the indifference level to

find indifferent question pairs.

Questions, keywords, and categories are stored
at Database. The schema of the Database
consists of three entities and three relationships.
The entities are question entity, category entity,
and keyword entity. The relationship of question
and category entities has many-to-one
cardinality. The relationship of the question
and keyword entities has many-to-many
cardinality. The keyword entity has a recursive
relationship that represents an affinity between
keywords. The Knowledgebase includes domain-
specific affinity between keywords. Affinities

are represented by graph.

4.2 Experiments

A laboratory experiment was conducted to

Interactive Question Categorizer

Similarity Calculator

Matrix

SimilarityI

4
Keyword
atfinity

Database

Interactive
Cluster Generator

QueslionsI

Pair

Quest onsI

Keyword r
affinity

| User Interface

T

{Figwe 10.) Architecture of KQC



and 2000, respectively.

investigate the effectiveness and efficiency of
the suggested IQC (interactive question
categorizer). The experimental plan and the
number of BBS that completed the experiment
are summarized in Table 1. Three BBSs of
under graduate school were used during the
experiments: Dept. of e-business, Dept. of
computer engineering, and Dept. of electonics.
There are questions on the BBS about lecture,
absence, and readmit and so on. The numbers
of questions on the each BBS are 500, 1000

Each experiment conducted categorizing

process is not necessary.

questions using three categorizing approach.
The first is carried out manually. The second
one is using our suggested IQC. The last one
is also using the 1QC, but the indifference level

s set zero, which means that the interactive

The most important measures for retrieval

system evaluation are (1) ability of the system
to retrieve wanted information, (2) ability of the
system 1o reject unwanted information. Several
evaluation studies use test methodology based
mainly recall value and precision value that apply

to a set of test similarities [16]. Originally recall

is the proportion of relevant material actually
retrieved. precision {accuracy) is the proportion
of retrieved material which is relevant. However,
in this research, we redefined recall value and
accuracy. Recall is the proportion of relevant
question actually categorized: precision (accuracy)

is the proportion of categorized question which is

relevant.

Recall = (Number of relevant questions

categorized) / (Total number of relevant

questions in BBS)

Precision = {Number of relevant questions

categorized) / {Total number of questions

categorized )

As a measure of categorizing success, time of
completing the categorizing process. recall value,

and accuracy of the categorization is used. The
relevant category is measured by the comparison
of each experiment result and the compromiging
result, The compromising result is obtained after
experiment through full time discussion between

all participants, The results of each experiment
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are summarized at Table 2.

{Table 1.) Summary of the experiments design

Experiment 2

Experiment 3

BBS name

Dept. of e-Business

Dept. of Computer Engineering

Dept. of Electronics

Number of questions

500

1000

2000

Categorizing approach

Manual, [QC. W/0O Interactive respectively
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{Table 2.) Summary ¢f the experiments resuit

Number of guestions 2000
v .
e i e T
Manual 46 min 73 min 145 min
Time 1QC 8 min 15 min 32 min
W/O Interactive - - -
Manual - - -
Recall value 1QC 87.36% 90.37% 91.21%
W/O Interactive 61.85% 60.82% 59.17%
Manual - - .
Accuracy 1QC 8323% 86.27% 8450%
W/0O Interactive 5480% 53.70% 51.80%

Table 2 shows that IQC make a better
performance reducing the categorizing time
than manual approach. And it shows that the
recall value and accuracy of IQC is not bad.
However the 1QC without interactiveness
results the worst, although it results the shorttest
categorizing time. The comparison experiments
are not conducted under a lot of BBSs and
experimental design, so the result is short of
generosity. IQC carries out question categorizing
using keywords affinities, which lessens the
burden of administrator. In the case that large
numbers of questions are to be categorized,
1QC wall be more efficient than manual approach.
So on the BBSs where many questions are
come from many customers, IQC is believed

to be a promising question categorizer.

5. Conclusions

Researches on web-based customer support
systems have been increasing rapidly according
to the widespread of Internet technology.
Although BBSs have various advanages, they
also have some issues such as long response
time. the burden of admistrator, and customer
knowledge discovery. This research is an effort
to solve the issues on question calegorizing
from the BBS. As a prototype system, [QC
is developed based on the methodology. The
methodology proposed in this paper save the
categorizing time. The quality of categorized
result is also acceptable in view that there is
hardly any difference compared to the manual

categorizing work that was performed for enough
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time. [QC saves the burden and inconvenience
effectively. BBS administrator with IQC c¢an
update their original intentions interactively
for any ambiguous questions. It also has an
important feature that even a novice can use
the system without any difficulty. The experiment
for the performance comparison our approach
with other clustering methods such as another
information retrieval methods and neural
networks is a promising further research area.
The transformation of the question categorizing
results into a tacit knowledge about VOC wil!

be further research area.
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