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Abstract

In this research, we suggest a hybrid intelligent Web recommendation systems based on Web data mining and
case-based reasoning (CBR). One of the important research topics in the field of Internet business is blending
artificial intelligence (AI) techniques with knowledge discovering in database (KDD) or data mining (DM). Data
mining is used as an efficient mechanism in reasoning for association knowledge between goods and customers’
preference. In the field of data mining, the features, called attributes, are often selected primary for mining the
association knowledge between related products. Therefore, most of researches, in the arena of Web data mining,
used association rules extraction mechanism. However, association rules extraction mechanism has a potential
limitation in flexibility of reasoning. If there are some goods, which were not retrieved by association rules—based
reasoning, we can’t present more information to customer. To overcome this limitation case, we combined CBR with
Web data mining. CBR is one of the Al techniques and used in problems for which it is difficult to solve with
logical (association) rules.

A Web-log data gathered in real-world Web shopping mall was given to illustrate the quality of the proposed hybrid
recommendation mechanism. This Web shopping mall deals with remote-controlled plastic models such as
remote—controlled car, yacht, airplane, and helicopter. The experimental results showed that our hybrid
recommendation mechanism could reflect both association knowledge and implicit human knowledge extracted from
cases in Web databases.

Key Words : Internet Business, Recommendation, KDD, Data Mining, CBR, Association knowledge.

1. 2 Song et al, 2001). Especially, in these companies,

marketing managers should know and predict the

In the field of Internet Business, recommendation
systems can serve as intermediaries between the buyers
and the sellers, creating a ‘cyber marketplace’ In
addition, recommendation facility is becoming an integral
part of Internet Business. Therefore, recommendation
systems should have more intelligent facilities can
lowers the buyer”s cost and reduce the time to acquire
information (Changchien & Lu, 2001; Cho et al, 2002;
Hui & Jha, 2000). In this purpose, many of companies
tried to reduce the inefficiencies caused by information
search and retrieval costs. Recently, most of companies
have a customer service department called as CRM
(Customer Relationship Management) center that
provides direct one-to-one marketing, advertisement,
promotion, and other relationship management services
(Cho et al, 2002; Choy et al., 2002; Hui & Jha, 2000;
Kannan & Rao, 2001; Kim et al, 2002, Lee et al., 2002;
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customer’s intentions for purchase and future behaviors.
If there is insufficient understanding of a customer”s
behavior, it can lead to problems such as low profit. In
this case, many researchers used Web mining as a new
technology, which can reduce the risk of prediction. Web
data mining has the same objective with data mining in
that both attempt to search for valuable and meaningful
knowledge from databases. However, Web data mining
has the differences from data mining in that the former
is more unstructured task than the latter. Source of such
difference is based on the characteristics of Web
documents or Web log files which represent unstructured
relationships with little machine-readable semantics
while data mining is aimed at dealing with more
structural database. With the advent of CRM issues in
Internet Business, most of the modern companies
operating Web sites for several purposes are now
adopting Web mining as a strategic way of capturing
knowledge about potential needs of target customers
(Cho et al.,, 2002; Hui & Jha, 2000; Lee et al., 2002).

In previous literatures, many of researchers used
machine learning technologies, decision trees, and other
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statistical methodologies to suggest the effective
solutions for data mining, CRM (Cho et al., 2002; Choy
et al, 2002; Hui & Jha, 2000; Kannan & Rao, 2001; Kim
et al., 2002; Lee et al, 2002). Basic (Web) data mining,
however, has potential limitations such as poor
interpretability and stiffness in reasoning (Lee et al,
2002). If the recommendation system has no association
(logical) rule, it may provide no additional information to
customer (Aha, 1991; Chiu, 2002; Choy et al, 2002;
Finnie & Sun, 2002; Fyfe & Corchado 2001; Hui & Jha,
2000; Lee et al, 2002; Schirmer, 2000). Therefore, we
may say that the older data mining techniques has the
limitation in the quality of reasoning and environmental
adaptability. To overcome these limitations, we suggest
hybrid Web recommendation mechanism based on Web
data mining and CBR. Web data mining can extract the
explicit knowledge from databases such as IF-THEN
logical rule. Then, CBR is an intelligent knowledge
extraction mechanism that shows the implicit knowledge.
Therefore, our proposed mechanism can improve the
reasoning ability and environmental adaptability of
Web-based recommendation systems.

2. Research methodology

Among the data mining techniques, association rules
mining algorithm has been popular in marketing fields
(Lee et al., 2002). Therefore, we applied the association
rule mining technique to Web mining task. From a data
pre-processing viewpoint, the Web log data poses the
following challenges, 1) large errors, 2) unequal
sampling, 3) missing values. To remove these noises
included in data set, we applied pre-processing
techniques to Web log databases. Association rules are
similar to IF-THEN logical rules in which a condition
clause (IF) triggers a conclusion clause (THEN). In
addition, association rules include the support and
confidence (Agrawal et al., 1993). First of all, association
rule mining is derived from data mining approach, which
is known as efficiently discovering logical rules from
large databases. The association rule mining focused on
finding association rules like " X = Y with support A%
and confidence B%, where X and Y are sets of items”,

Table 1. Pseudo code of association rules mining
algorithm
C: . Candidate transaction set of size %
L, : Frequency transaction set of size &
L; = {frequent items};
For (k=1, Ly '= ¢ ; k+ +) Do Begin
Cr+1=Candidates generated from L; ;
For Each transaction t in database Do
Increment the count of all candidates in Ci+1
that are contained in fL:+1= candidates in Cr+1 with
min_support
End Return L. ;

from the transactions in database. The meaning of this
association rule is that transactions in the database,
which contain the items in X tend to also contain the
items in Y. The support A% of the rule X = Y is the
probability 'Pr(XNY)’. Then, the confidence B% means
the probability 'Pr(XNY)/ Pr(X)’. In other words, the
support represents the usefulness of the discovered
association rules, while the confidence indicates certainty
of the detected association rules. The pseudo code of
association rules mining algorithm was shown in Table 1.

Our hybrid recommendation mechanism was composed
of four phases as shown in Figure 1.
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Figure 1. Research methodology

Phoee 1: Phase IV:

Hybrid
recommendation

The first phase of hybrid recommendation mechanism
is Web data mining to extract association rules from the
Web log databases. In the second phase, after the
extraction of the association rules, we used CBR to
extend the quality of reasoning and recover the limitation
of rule~-based reasoning. Cases extracted from the
customer database may imply customer’s cognition for
products and predict the customer's future behavior.
Through this phase, CBR shows significant promise for
improving the effectiveness of complex and unstructured
decision-making. The third phase of our hybrid
recommendation mechanism is construction of hybrid
knowledge base. In this phase, two different knowledge
bases were combined into one hybrid knowledge base.
The key features to combine these two different
knowledge bases are customer’'s profile and product
information. Final fourth stage of our proposed
recommendation mechanism is to apply cooperative
inference procedures to the hybrid knowledge base and
suggest the recommendation information.

3. Data & implementation

In the implementation process, we developed the
prototype system using the VBA language and ASP in a
Web environment. We called this prototype system as
HYRES (HYbrid REcommendation Systems). HYRES
was composed of five components as shown in Figure 2.
Five components of HYRES are 1) Rule & case
generator, 2) Hybrid knowledge base, 3) Cooperative
inference engine, 4) Justifier, and 5) User interface.
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Figure 2. The HYRES system structure

3.1. Phase Web data mining (association rule

mining)

Web log database was composed of production
information (car, tank, helicopter, glider, yacht and ship)
and customers profile. Web log data was collected from
Web-based RC (remote-controlled plastic model)
shopping mall. The original Web log data was
contaminated by several type of irrelevant and redundant
information such as slashes (/, \), file name suffixes
(htm, html, gif, jpg, jsp, etc.), and other information for
query communications (&, = <=, ?, etc). To mine a
meaningful set of association rules from the Web
database, the first step to be done is to cleanse the
original Web log data so that the preprocessed Web log
data may become more traceable (Lee et al, 2002).
Figure 3 shows preprocessed Web database.

is retrieval of former cases from case base. After the
retrieval, extracted former cases were matched with new
case. If there is a need for revision of former case to
resolve the new problem, extracted former cases were
revised through the revision process. The final step of
CBR is retention of tested and repaired case.
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Figure 4. Four-phased CBR (Admodt & Plaza, 1994)
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Figure 3. Preprocessed Web database

APRIORI algorithm (Agrawal et al, 1993a, 1993b,
1997) was known to yield a set of association rules.
Based on the preprocessed Web database in Figure 3,
the corresponding association rules were extracted with
a threshold of 20% confidence. Table 2 shows an excerpt
of the derived association rules.

Table 2. Example of association rules from Web log

database
Pocket Booster (Checker) <= RC car guidebook (4.67%,
20%)

ACE 2000 <= 7.2V low speed
charger(4.67%, 40%)

<= ACE 2000 (3.74%, 50%)

<= 7.2V low speed charger

(4.67%, 20%)

7.2V low speed charger
15% SM15 (1G)

32. Phase I, Il

knowledge base

Aamodt & Plaza (1994) proposed four-phase CBR
mechanism, which could assist the decision makers in
detecting similar cases (Figure 4). The first step of CBR

CBR & Construction of hybrid
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detect similar cases from
case base. The concept of
similarity used in CBR play
a fundamental role in many
fields of pure and applied
science. The simplest CBR algorithm is CBL1(Case
Based Learning 1). Its pre—process linearly normalizes all
numeric feature values (Aha, 1991). CBL1 defines the
similarity of cases C, and C: as

MSX3
12V Batter 74)
Booster Charger
RC Car GuideBook

1
1 V 2 iepFeature _ dissimilarity (Cy, Cy)

(Note: Ci=new case, C»=compared case extracted
from case base)

Where P is the set of predictor features and

Feature _dissimilarity (Cy, Cs)

(Cu— Cz,-)2 if feature i's values are numeric
0 if C1i= Cz,'
1 otherwise

C; and C; means the cases extracted from case base,
which has key features (attributes) such as sex
(male/female), age, a matter of concern and interest,
career, job, and etc. When you adopt the CBR
mechanism in case extraction, you can use these features
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Table 3. Equations for CBR

Similarity = Customer’s characteristics + probability of success
former frequency of the purchase

Probability of success =

Customer's characteristics = 21 CS;
=

possible maximum frequency of the purchase

X constant

s __| coustome’s_characteristic—
CSi = weightx (1 maximum degree of characteristic

selected customer’s characteristic _l_)

instead of Ci or C: to compute the similarity. Equations
for CBR were summarized in Table 3.

The HYRES supports a CBR mechanism shown in
Table 3, and transforms the case extraction results into
case-based knowledge base. Figure 5 summarizes five
cases extracted from case base.

Al B icl D 4 E 1 F I G .

11 Age  Age class _Sex Position code Experience : Inferest Products

218 1 ! 1 L _.8T-%

3 n 2 1 14 1 Crytal case
40 P I BN - SR S RC car guidebok
15 % 3 ! .3 EN ! JGLINT 28
Blx 2 3 13 ! . Nitro quake

Figure 5. Example of case
(xExperience: month experienced, Interest: 1=car/tank,
2=yacht/ship, 3=airplane/helicopter)

After the extraction of association rules and related
cases, rule-based knowledge base and case-based
knowledge base were combined using the customer’s
key features and other profile.

3.3. Phase IV: Hybrid recommendation

After the construction of hybrid
knowledge base, HYRES ready to

WY1 Yer. 10 Tab of INS 21107,

age TH  Experience | 1

car.’ Then, he might get the additional information
suggested by association rule miner. If customers want
to get a more information, nonetheless, how can you
react this request?

If your Web site has a data-mining driven inference
engine, you couldn’t give additional information. In
addition, that customer couldn’t develop his ability to
control the remote-controlled car. Therefore, the Web
site may lose his potential loyal customer and
opportunity. In this case, HYRES can react to customers’
requests intelligently. Figure 6 shows the hybrid
recommendation systems’ dialog box and results of
recommendation. As shown in figure 6, customer could
find more additional information describing other
products suggested by HYRES. Finally, recommended
products are 'Pocket Booster (interconnection checker for
battery and plug)’, 'Tool Box (container including
starter, fuel tank, controller, etc.)’, '"FORD FOCUS WRC
4WD Set (full set of remote—controlled car suitable for
beginners)’, and 'STARTER BOX (box including starter
of on/off-road car)’. This information is very important

HYHE S Ver 1.1 Ascocation rutes

............ AesseacarennreTe Dear Customer

anes

son [P I

execute cooperative inference. In Poskion] SHaSenT e o | ] e esociston e

thiS sense the HYR_ES haS o ‘ - ~J - Pocket Booster (Checker) <= RC Car Guidebook (4.67%, 20%)
) Intere: ar - ] ‘

cooperative inference engine, which Salected product =

rﬂc Car Guidebook

uses rule-based inference and CBR
concurrently. In  this  phase, 7l

T Male Car

HYRES may suggest the hybrid  [if3]e s 51

more recommandation.,. l Exit ‘

Results of hybrid recommendation:

STARTER BOX 2.2 result using

rule =>

TORIER DATTE e s e 1. := Pocket Booster

STR-ATH 086
ST-21 088
wr-0 088 Top 3 of recommendation results using CBR =>
% Slow-speed Recharg 0,88
GRT (X5 2. Tool Box{Small}
GRS 0.8 := including starter, fuel tank, controller, etc.

3. FORD FOCUS WRC(Pure Ten GP) 4WD Set

= full set of remote-controlled car for beginners
4, STARTER BOX
:= including starter of on/oft~road car

recommendation results to i e s 2 o

7 {Male: rgraduate st Car

customers. Table 4 shows the Web Moo, St 19 Car

N . 9 1Male.  Student Car

customer's  brief profile and D, S o
preference to validate the

performance of HYRES. .

In the first step, customer will
try to search and select the

'Guidebook for remote-controlled

Table 4. Customer”s profile

Customers profile

Birth' February 1983 / Sex: Male / Position: Student
/ Experience (career): 7 months / Interest (a matter of
concern):. Remote—controlled Car

Customers preference:
Buying the Guidebook for remote—controlled Car

Figure 6. Hybrid recommendation results of HYRES

customer can take more
didn't expected and suitable for

to beginners. Therefore,
products that he
beginners.

4. Conclusions

In this study, we suggested a hybrid recommendation
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mechanism. The proposed mechanism consists of the
four phases-Web data mining, CBR, Construction of
hybrid knowledge base, and Hybrid recommendation. In

addition, we developed a  prototype  hybnd
recommendation system HYRES and proved the
adaptability  of  that systems. These  hybrd

recommendation mechanism and systems and were based
on Web data mining and CBR, which was aimed at
expand the recommendation ability. '

This study has shown how the implicit knowledge
(association rule mining) and tacit knowledge (CBR)
within Web database can be brought together to create
intelligent inference (recommendation) engine used in
Web recommendation. Therefore, it is expected that our
proposed hybrid recommendation mechanism will have a
significant impact on the research domain related to
CRM. Nonetheless, further research topics still remains.
First, the basic technology of Web data mining should
be improved with other artificial intelligence technique.
Second, there are need to transform the customer”s deep
knowledge into hybrid knowledge base, so that more
complicated decision problems could be analyzed
efficiently.
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