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Abstract

We present a recursive total least squares (RTLS) algorithm fbr adaptive system identification. So far, rec니rsive least 

squares (RLS) has been successfully applied in living adaptive system identification problem. But, when input data contain 

additive noise, the results from RLS could be biased. Such biased results can be avoided by using the recursive total 

(.east squares (RTLS) algorithm. The RTLS algorithm described in this paper gives better performance than RLS algorithm 

over a wide range of SNRs and involves approximately the same computational complexity of 0(输.
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I. Introduction

Since the late 1950's, a number of researchers have 

developed a wide variety of adaptive filtering algorithms. 

Among these algorithms, the recursive least squares (RLS) 

algorithm has been used in numerous signal processing 

applications including adaptive channel equalization, 

speech coding, spectrum analysis, adaptive noise cancel­

lation and adaptive beamforming[l]. The RLS algorithm 

is based on the least squares (LS) method which solves 
the linear equation Ax = b as x = (ATA)-1 ATb. In the 

LS problem, the underlying assumption is that we know 

the data matrix A exactly and all the errors are confined 

to the observation vector b. Unfortunately, this assumption 

is frequently not true. Because sampling errors, human 

errors, modeling errors, and instrument errors may 

preclude the possibility of knowing the data matrix A 

exac 닌 y[2].
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To overcome this problem, the total least squares (TLS) 

method has been devised. This method compensates for 

the errors of data matrix A and the errors of observation 

vector b, simultaneously. TLS was independently derived 

in several areas of science. There has been several 

references made to TLS as early as 1901(3]. However, 

in the field of numerical analysis, the TLS problem was 

first introduced by Golub and Van Loan in 1980[2], and 

was extensively studied and refined by Van Huffel, 

Vandevalle, Lemmerling, Hansen and O* Leary, as well as 

many other researchers[4]. Most A^-dimensional TLS 

solutions have been obtained by computing a singular 

value decomposition (SVD), generally reqiiiring。(冲) 

multiplications. To reduce this computational complexity, 

in particular, Davila, Cichocki, Gao, Chen along with 

many others have developed and analyzed adaptive 

algorithms that employ the TLS formulation and their 

extensions[5-8]. These algorithms can be categorized into two 

groups: the first stochastic gradient type algorithms and 

the second least squares type algorithm.

In this paper, we present a new recursive TLS algorithm 
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by 理)plying a different ^jproach. This algorithm recursively 

calculates and tracks the eigenvector corresponding to the 

minimum eigenvalue, the TLS solution, from the inverse 

correlation matrix of the augmented sample matrix. Then, 

we demonstrate that this algorithm outpe而！m옹 the RLS 

algorithm in adaptive system identification through 

computer simulation results. Moreover, we show that the 

recursive TLS algorithm involves approximately the same 

order of computational complexity <9( A^) as RLS algorithm.

In Section II of this paper, we derive a new recursive 

TLS algorithm and in Section III, we explain how to apply 

this algorithm to adaptive system identification. In Section 

IV, the results and analysis of our experiment are given 

followed by our conclusions in Section V.

for A, then we can express A as follows.

Golub and Van Loan proved that the TLS solution xtls 

involves the most right singular vector vn+i of the A as 

fbllows[2].

VN+1,1

II. Derivation of a New RTLS Algorithm

The TLS problem is a minimization problem described 

as follows.

min語i끼|田|叽 subject to (A + E)x = b + r (1)

where A is an MxN input matrix, b is an Mx 1 output 

vector. E, r are the MxN input error matrix and MX 1 

output error vector respectively. Here, || • ||F denotes the 

Frobenius norm, that is, || B ||%= SS l&l% Once a
I }

minimization E, r are found, then any x satisfying

(A + E)x = b + r (2)

is assumed to be able to solve the TLS problem in eq. 

(1). We denote this s이ution as Xtls-

Let's define the Mx(N+l) augmented data matrix A 

as follows.

A = [A| 비 (3)

-妇 a,H'

where A =
a饥

,b =

bM.
and A =

If we perform SVD (Singular Value Decomposition)

VN+1,N+1

_VN+1,N_

뉘,1

where vN+1 = :

「S+LN 위

(5)

Now we develop the adaptive algorithm which 

calculates the TLS solution recursively. First, nX(N+l) 

augmented data matrix A(n) can be defined by

_ a.H

A(w)=: 
宥H ⑹

= U(m) L(m)Vh(m)

r I I 1

crQ) 0 … 0

0 <J2(77) • - ■ 0

: ：,•：「} I T1 1
«!(«)…«M(«)

• • • • 1 1

o o …ctn+i(w) vQ)…Vn 負)

1 1 0 0 o [ 1 1

0 0 0

Then, we use Eqs. (5) and (6) to obtain a recursive TLS 

solution vn+i(«). We know that vn+i(«) can be obtained 

from the SVD of the inverse correlation matrix P(h) which 

is defined as follows (See Appendix A).

P(n) = R-'(z?) where R(«) = AH (h)A(n) 〃=1,2,…，M ⑺

Now, we derive the adaptive algorithm which recur­
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sively calculates vn+i(m). From now on, we call the 

eigenvector vn+i(w) corresponding to the minimum 

eigenvalue as minimum eigenvector. The minimum 

eigenvector vn+i(h-1) at time index n-1 can be represented 

as a linear combination of the orthogonal eigenvectors 

v血)，vn+h(h) at time index n.

VN+1 (〃一 1) = q(狀)七(«) + ••• + CN+I (h)vn+1 (n) (8)

Because P(까 and P(w-l) are highly correlated, the 

coefficient cn+i(m) to which the minimum eigenvector 

is multiplied, produces a larger value than any 

other coefficients. That is,

^+1(«)>^(«)>--->^(7?) (9)

Now, consider the new vector v(w) which is defined as 

follows.

、(”)= P(〃)Vn+i(〃T) (10)

By using the Appendix A and Eq. (8), we can rewrite 

the vector v(n) as Eq. (11)

")=崗 (14)

Finally, the estimate of the TLS solution at the time 

index n is as follows.

xTLs («) = -----
VN+1,N+1 (龙)

VN+1,1W

(15)

第+1,1(〃)

where vN+1(«)= :
_°N+1,N+1(")

The above procedure is summarized in Table 1.

As summarized above, P(w) is updated at each time n 

by using the matrix inversion lemma[l], which is used to 

calculate the approximate TLS solution xtls(h). This new 

RTLS algorithm requires almost the same order of 

multiplications 0(TV2). Moreover, it maintains the structure 

of the conventional RLS algorithm so that the complexity 

can be reduced by adopting many kinds of fast algorithms 

for RLS. We also summarized the RLS algorithm and its 

computational complexity in Appendix B.
V(M)= P(rt)VN+1(rt-l)

y n+i '
%어)^cy(w)v;(rt)

N+l （、
洛濶g

(11)

where （〃）그〈矽 （〃） 2 …그 （性）

Combining the inequalities in Eqs. (9), (11), the order 

of the magnitudes of the coefficients v仞 becomes

c시보也_ 으皿_ > Ci(끼 “z
財广和「布 (12)

Because of the above reasons, the (N+l)-th term in Eq. 

(11) produces a larger value than any other tenns. So v(n) 

converges to the scaled minimum eigenvector as follows.

、(財 (13)
6+1 (") ' 7

III. TLS for Adaptive System Identification

The purpose of the adaptive system identification is to 

estimate the impulse response of an unknown system 

based on noisy measurements of the system's input and 

output.

Consider the adaptive system identification model as 

depicted in Figure 1.

Here, the unknown system impulse response is assumed 

to be the NX 1 vector

x* = |爲 … x시1 (16)

In the noise-free unknown system, the relationship 

between the input vector a*(n) and the output value 

b*(끼 is

Therefore, the minimum eigenvector vN+i(w) can be 

approximately calcxilated from the v(w) as in Eq. (14).
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Table 1. Summary of the new RTLS algorithm.

Initialize this algorithm by setting

P(0) = ^-'l)Vn+1(0)= W

where 3 is a small positive constant, I is an (N+1)X(N+1) identity matrix and 1 is an (N+1)X 1 1's vector.

Compute for each instant of time, "=1,2, ...,M MAD's

a(w) =
a(«) 

贝끼

2. 旳)=住(宀頂(”)

3. P0J)= r*P(M-1)-r'k(w)aH (w)P(w -1)

4. v(w) = P(«)vn+1(m-1)

八 /、 V(끼
5- Vn+1W = m

6. 戋 TLS (끼 = — ~： ~T~\
VN뉘,N뉘 (刀)

編+】,1 (끼

&N뉘(刀)= :

令N+LN+」끼 

令 N+],Q)

: where
Jn뉘,N (끼_

2. N2 +4N + 4

3. 37V2 +67V + 3

4. N2 +2N + 1

5. N2 +3A^ + 3

6. N 누'

Total number of MAD's 67V2 +167V + 12

MAD's stands fbr number of multiplies, divides, and square roots.

(a*(w))T x* =b9(n) (17)

where a*(“)= ".(")… 茹项끼]「

But in the real environment, the input vector a(w) and 

the output value b(n) contain additive noise. The rela­

tionship between a(n) and b(n) is

(a(M))Tx(n)«6(n) (18)

where a(〃) 드 a* (끼+ e* 어) and 机?= (끼+ r* (끼

In this case, we can apply the new RTLS algorithm 

efficiently to the adaptive system identification problem.

IV. Experimental Results

The new RTLS algorithm was compared with the 

conventional RLS algorithm in an adaptive system 

identification experiment. In this experiment, the unknown 

system had a finite impulse response.

x* =[-0.3 -0.9 0.8 -0.7 0.6]T (19)

This system was driven by a binary pseudo-random 

sequence a*(n) which has the values of ± 1. The input
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Figure 2. Comparison of RLS and RTLS algorithms in an adaptive system identification experiment.

and output noise also consisted of white Gaussian noise 

sequences with various SNRs. The mean squared error

ll'WiT (20)

where x(끼 is the impulse response estimate was computed 

from n=\ to 1000 and subsequently averaged over 100 

independent experiments. Fig. 2 shows the mean squared 

error derived from RLS and RTLS with various SNRs. It 

is observed that the presented RTLS outperforms 

conventional RLS and provides better performance over a 

wide range of SNRs, particularly, in low SNR.

V. Conclusions

In this paper, an efficient recursive total least squares 

algorithm is presented. This algorithm was found to 

outperform the RLS algorithm. It involves approximately 

the same computational complexity as RLS algorithm. 

Further, in order to validate its performance, we applied 

this algorithm to the adaptive system identification 

problem in the various noise conditions. In each case, the 

result showed to be better than that of the RLS.
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APPENDIX. A

Relationship between vn+i(«) and P(n)

We define the correlation matrix R(«) as follows.

R(h) = Ah(w)A(«)

=(U(m) £(〃) VH(w))H (U(m) E(m) Vh ("))

=V(«) SH (») (UH (h)U(m)) £(“) VH (”) (A.1)

= V(w)LH(w)E(n)VH(n)

= V(«)Lr(m)Vh(W)

■ 1 

v)(n) •

1 一

-VN+1(«)
0

0

房(끼 •

• 0 -

0

■ 1

V[(0) •

1 一

• VN+1(")

.1 1 _

0 0 •。《뉘 (m)
.1 1 _

Then P(n), which is the inverse of matrix R(m), can be written as

P(h) = R-'(»)

= (V(")£r(〃)vh("))t

= (VH(“))t(£r("))t(V("))t

= (V1(h))-1(Sr(W))-1(V-,(w))

= V(")£；(")VH(")

(A.2)

v,(«) ••- vN+l(n)

1

勇㈤

0
1

。汐)

0 0

0

0

1 

o-n+i(«)

H

V|(")…VN+1(H)

From Eq.(A_.2), ^ve can obtain *n+i (w) from P(”).
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APPENDIX. B

Summary of Conventional RLS Algorithm

MAD's stands for number of multiplies, divides, and square roots.

Initi시ize this algorithm by setting

P(0) = ^-IIjxLS(0) = 0

where 3 is a small positive constant, I is an NxN identity matrix and 0 is an Nx 1 0's vector.

Compute fbr each instant of time, n=l,2, ...,M MAD's

1 k(”)= ，广 _

2. ^) = 6(»)-x«(n-l)a(n)

3. XLS(«) = XLS(« - U + k(«)^* («)

4. P(n) = r'P(M-1)-r'k(n)aH(n)P(n -1)

1. Nf2N + \

2. N

3. N

4. 3N2

Total number of MAD's 4A"+4N + 1
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