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Abstract

In this paper, a new speech enhancement method using level adapted wavelet packet is presented. First, we propose 

a level adapted wavelet packet to alleviate a drawback of the conventional node adapted one in noisy environment. Next, 
we suggest an adaptive noise estimation method at each node on level adapted wavelet packet tree. Then, for more accurate 

noise component subtraction, we propose a new estimation method of spectral subtraction weight. Finally, we present a 

modified spectral subtraction method. The proposed method is evaluated on various noise conditions: speech babble noise, 
F-16 cockpit noise, factory noise, pink noise, and Volvo car interior noise. For an objective evaluation, the SNR test was 

perfbmed. Also, spectrogram test and a very simple listening test as a subjective evaluation were performed.
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I. Introduction

The environmental robustness of practical speech 
processing applications is definitely very important. To 

enhance the robustness, various approaches have been 

proposed. One of the approaches is adaptive wavelet 
packet based method. However, an additive noise makes 

a serious interference with a proper adaptation of the 
conventional adapted node based wavelet packet. To 
alleviate the drawback of the conventional adapted node 
based wavelet packet, we suggest a level adapted wavelet 
packet (LAWP). An adaptation for spectral bandwidth of 
speech can be achieved with the proposed LAWP at each 
frame.

Unfortunately, a great deal of real environmental noise 
is non-stationary. Even the noises generated by a computer
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fan, an air conditioner, or an automobile engine are not 
perfectly stationary[l]. Thus, the recent majority of fc 

speech enhancement methods are focused on the accurate 
estimation of non-stationary or colored noise[2,3]. To 

resolve the problem about the non-stationary characteristic 

of environmental noise, we propose an adaptive noise 

estimation method using probability distrib니tion function 
(pdf) at each node on wavelet packet tree. The method 
is very useful to chase the time varying characteristic of 
the non-stationary noise.

Finally, we present a modified version of the conven
tional spectral subtraction method[4] with the proposed 
noise estimation method. In the modified spectral 
subtraction method, a new adaptive spectral subtraction 
weight is used. The adaptive spectral subtraction weight 
provides a time varying quantity of noise at each frame.
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II. Level Adapted Wavelet Packet

Adaptive wavelet packet[5] divides the time-frequency 

plane into elementaiy atoms that are best adapted to 
approximate a particular signal. This property is very 
useful to analyze a time varying characteristics of speech. 

Thus, adaptive wavelet packet (node adapted one) based 

speech enhancement is one of the widely used methods 

[2,3]. However, the conventional node adapted wavelet 
packet has a crucial drawback to analyze a noisy speech. 

That is, a background noise makes serious interference 
with a proper adaptation of the conventional node adapted 

wavelet packet. Moreover, if the background noise has a 
non-stationary characteristic, it is almost impossible to 

carry a proper adaptation out. For that reason, we propose 

an entropy based level adapted wavelet packet (LAWP) 

to alleviate the drawback of the conventional node adapted 
one in colored or non-stationary noise environment.

At first, we define an entropy for each node on the 

wavelet packet tree,

y p(01og—
h *) (i)

质)= k(i)f 個 2 (2)

where x(i) is the rth wavelet packet coefficient at a node 
on wavelet packet tree, NS(l) is the size of corresponding 

node at /th level on the tree, and p(i) may be interpreted 
as a probability distribution function (pdf) fbr the sample 
space N(natural number space)[5]. Finally, 砒끼 is the 
entropy at the nth node in the /th level. The is the 

same measure to perform the node adaptation in the 

conventional adaptive wavelet packet.

Next, we define a level information cost (LIC) using the 

entropy

MV(/) 시
c 牛 6

g (3)

where NNIJ) is the number of nodes of wavelet packet 
tree and C(l) denotes an information cost at /th level, 
respectively. The LIC may be represents a rough spectral 
bandwidth of speech. The proposed LIC is not optimal 

measure but asymptotic one to pursue the best wavelet 
basis for a speech. Nevertheless, the LIC can be more 

reliable measure than the entropy H血)which is used for 
node adaptation in non-stationary noisy environment or 
low SNR case. It is because the LIC can be less influenced 

by the interference of noise at flie expense of the 
optimality.

Finally, we propose a level ad^jtation procedure. It is 

very similar to the conventional node adaptation procedure 
proposed by Wickerfaauser. We use the bottom-q) procedure 

[5] with minimal level information cost fbr each level in 
wavelet packet library tree to pursue the asymptotic best 
basis. To illustrate the level adaptation procedure, consider 

the following example expansion into a three level wavelet 
packet library tree as shown in Fig. 1. We have placed 

numbers representing node information costs H® at wth 

node in /th level inside the nodes of the tree. And we find

(b) Step 2. Mark 醐 levels of lower cost

质0) = 3。 27(30)

Figure 1. The bottom-up procedure for level adaptation.
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the LIC C(/) by Eq. (3) for each level as 아lown in the 
right column of Fig. 1. Now, we start by marking bottom 
evel on the wavelet packet tree, as indicated by the 
asterisks in Fig. 1(a). The marked LIC is an initial value 
which we will try to reduce. Whenever an upper level has 

ower LIC than the current level, we mark the upper level 
with an asterisk. If the current level has lower LIC, we 
do not mark the upper level, but we assign the lower LIC 

of the current level to the upper one as shown in Fig. 1(b). 

Finally, after all the levels have been examined, we take 
the topmost marked level. The best level displayed as 
shaded blocks in Fig. 1(c).

III. Adaptive Noise Estimation Method

Most of the noise estimation methods are performed by 
detection of speech pauses to evaluate segments of pure 
noise. However, in practical environments this is a difficult 

lask, especially if the background noise is not stationary 
or the SNR is low. To solve the problem, Hirsch et. al. 

proposed a noise estimation method with a simple first 
order recursive system[6],

心 (씨 = a •帙니 쌔 + (l~a)-\Xk (쌔 (4)

^vhere denotes the spectral magnitude and | Nk(n)\

is an estimation for the noise magnitude at subband n in 
/cth frame. However, the method is not yet enough to 

i epresent the non-stationary characteristics of noise. It is 

because the time-varying characteristic of spectral distri- 
1)ution of non-stationary noise is not considered. That is, 
the weighting parameter a is fixed over all the nodes 

(subbands) and all the frames. Fortunately, the entropy 
based adaptive wavelet packet provides a pdf fbr each 
i lode (subband). The pdf sequence at each node shows a 
degree of energy compaction. Also, it represents the 
time-varying characteristic of spectral distribution over all 
I Lodes at each frame. Thus, the proposed adaptive noise 
estimation method uses the pdf sequence with the LWAP 

to alleviate the drawback of the Hirsch et. al/s method.
For the purpose, we find a geometric mean of the 

ratio between the rth pdf at the wth node in Ath frame and 

the one at the corresponding node in the (A;-l)th frame,

j_

n(0 / A-1 (0)1 (5)

where p^i} is the fth pdf at current node (nth node for 

70)) in the Ath frame and pk-i(i) is the one at the 
corresponding node in the (A>_/)th frame. NS is the node 

size at the adapted level. Here, every node size is equal 
in the adapted level since all subbands in the LAWP are 

uniformly distributed. And 7血)is normalized by the sum 
of 7血)s for all the nodes in the adapted level. Thus, the 
由끼 may be interpreted as a geometric pdf variation over 

the current and previous frame.
Finally, we define an adaptive noise estimation method 

using the geometric mean of pdf ratio,

阳k 쎄 = 0-n(히)) 十妃 1 쌔+Yk («) 片 k (쌔 (6)

where |^(»)| is the spectrum magnitude of estimated 

noise at the wth node in Ath frame. And 쌔 denotes 

the average spectrum magnitude of LAWP coefficients at 

wth node in Ath frame. If 凤(깨"•队](可 with 1.2< 

3M1.5, noise estimation is performed by Eq. (6). 

Otherwise, the estimated noise information in the previous 

frame is used for the one in current frame.

IV. Spectral Subtraction

Berouti et al. proposed a spectral subtraction method [4] 
in which the amount of noise subtraction depends on the 
SNR of the particular frame. Unfortunately, we have one 

more obstacle that a great deal of real environmental noise 
is non-stationary. Thus, a different spectral subtraction 
weight is required to represent the time varying statistical 
information.

For that reason, we propose a new estimation method 
of spectral subtraction weight fbr each node in a frame.
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4.1. Spectral Subtraction Weight
We first define a log scaled geometric mean of average 

spectrum magnitude of noisy speech (NSGM) and one of 

an estimated noise spectrum magnitude (NGM) in each Alh 

frame,

i
/MV-l \AW

NSGM(幻 = 쎼卩区(쎄 (7)

NGM(幻써 jjj" 厂 (8)

where NN is the number of node on the adapted level of 
LAWP. Next, we define a geometric signal to noise ratio 

(GSNR) using NSGM and NGM for all frames,

NF-l
'完 NSGM얘:)

GSNR 思:、---------

爲 NGM(k) (9)

where NF is the number of frame. Finally, we suggest a 
spectral subtraction weight for each frame,

jNSGMmui-NSGM(k)\ (GSNR\
{NSGM^-NSGM^) { p 丿 (10)

where NSGMm収 and NSGM而 is the maximum and the 
minimum NSGM for all frames. And p is a level controller 

with 2.0M p M3.0.
Fig. 2 shows that the proposed spectral subtraction 

weight is proportional to the envelope of speech. 

Especially, the proposed spectral subtraction weight of 10 
dB noisy speech and one of 5 dB have a very similar form. 

From the result, we can see that the proposed spectral 
subtraction weight is very robust even though the 
background noise is non-stationaiy or the SNR is low.

4.2. Nidified Spectral Subtraction with the 
Proposed Weight

In this section, we propose a modified spectral sub
traction method with the proposed LAWP, adaptive noise 
estimation method, and spectral subtraction weight.

At First, we define spectral subtraction gain GQi) with

Fig니re 2. (a) Qean Speech ("She had your dark suit in greasy wash 

water all year") (b) The spectral subtraction weight of 

speech degraded by F너 6 noise (SNR더。dB) (c) The 

spectral subtraction weight of speech degraded by 

F너 6 noise (SNR=5 dB).

the proposed methods at «th node in Ath frame,

，凶(깨 N(l + gG)).|M쌔

,otherwise

(11)

where

Next, we perform the modified spectral subtraction with 
the proposed spectral subtraction gain,

毒,” 0）드 쟈,”（i）'G上 어） (12)

which
"0 m k v No. of frame
0 s w < No. of node in ALWP
0 s / < Node size in ALWP

x^rt(z)denotes LAWP coefficient of noisy speech at Zth 

coefficient in nth node and Ath frame. And denotes 
the estimated LAWP coefficient.

V. Evaluation

Various noise types, from Noisex-92 database are used
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Table 1. Average enhanced SNR (dB) for various noise conditions.

Bab버 e F서 6 Factory Pink Volvo

20 dB 21.06 20.57 20.87 20.95 21.37

15 dB 16.73 16.44 16.48 16.74 17.66

10 dB 12.49 12.59 12.23 12.64 14.13

5 dB 8.48 9.04 8.20 8.74 10.59

0 dB 4.70 5.73 4.43 5.29 6.99

-5 dB 0.90 2.60 0.82 2.24 2.88
Time x w0

(a)
n our evaluation: speech babble noise, F-16 cockpit noise, 
factory noise, pink noise, and Volvo car interior noise. The 
performance results are averaged out using 100 different 
utterances from the TIMIT database. Half of the utterances 

are taken from male speakers, and the others from female 

speakers.
In colored or non-stationary noise environment, the SNR 

:annot be used as faithful indication of speech quality. 

Fhus we employ both objective and subjective tests for 
evaluation of the proposed method. In objective tests, we 

:ake enhanced SNR test in various noise conditions. Table. 

1 shows well enhanced SNR performance for all noise 
conditions. Especially, we can see that the proposed 

speech enhancement method shows better performance in 
ow SNR.

For the subjective test, we have examined the 
spectrogram. Particularly, the proposed method yields a 

good performance even in the severely corrupted spectral 
band. Fig. 3 shows speech spectrogram example obtained 
by the proposed method. In this figure, we can see that 

most of noise component is removed over all spectral 

bands. Additionally, we perform a simple listening test. 
Most of the listener has almost not recognized the 

background noise and any musical artifact from the 
enhanced speech up to SNR 15 dB over the various noise 
conditions. In the case the SNR is 10 dB, listeners 
recognized a little remainders of background noise. And 
rhe enhanced speeches of 5 dB, 0 dB, and -5 dB have 
innoyed listeners with the background noise or musical 

artifact.
Recently, we have reported the performance of 

conventional denoising methods using wavelets with 
/arious wavelet threshold estimation methods, wavelet 
filters, and wavelet structures (adaptive wavelet packet,

Tlm<i

(c)

Figure 3. Spectrogram, (a) Clean speech： Maybe today'll be a 

good-news day. (b) Noisy speech (additive speech 

babble noise at a SNR=10 dB) (c) Speech enhanced 

by the proposed methods.

discrete wavelet transform) for speech signals corrupted 

with colored or non-stationary noise[7]. In comparison of 
the conventional denoising methods with the proposed 

method in Table. 1, the proposed one shows considerably 
better results. It is because the conventional denoising 
methods have no consideration for time-varying charac
teristics of speech and non-stationary characteristic of 

environmental noise.

VI. Contusions

Both objective and subjective test show good enhance
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ment performance. Especially, we note that the proposed 
method gives a very good quality of speech up to the SNR 

10 dB. Additionally, spectrogram test shows good perfor
mance even though the SNR is low in non-stationary noise 

environment.
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