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Abstract

The modified neural net pattern recognition equations were attempted to apply to speech recognition. The proposed method 

has a dynamic process of self-organization that has been proved to be successful in recognizing a depth perception in 

stereoscopic vision. This study has shown that the process has also been useful in recognizing human speech. In the 

processing, input vocal signals are first compared with standard models to measure similarities that are then given to a 

process of self-organization in neural net equations. The competitive and cooperative processes are conducted among 

neighboring input similarities, so that only one winner neuron is finally detected. In a comparative study, it showed that 

the proposed neural networks outperformed the conventional HMM speech recognizer under the same conditions.
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I. Introduction

Hitherto, many researches on hidden Markov model 

(HMM)[l-3] or artificial neural networks (ANN)[4-6] 

have been conducted in the field of speech recognition. 

The HMM approach, particularly, has appeared a main 

stream to tackle the problem by giving accurate 

probabilistic acoustic models. However, it is still difficult 

to give a satisfactory explanation of humanlike speech 

understanding, because it is originally based on the 

probabilistic modeling concepts. As the alternative 

approach, therefore, ANN, such as multilayer perceptron 

[4], time-delay neural network[5], or hidden control neural 

network[6] etc., have been developed by modeling info­

rmation processing mechanism of physiological human 

brain. One of their major strength is in the fact that there
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is no need for any mathematical assumptions about 

statistical distributions or independence among input 

frames. However, there are still demerits of dealing with 

too many parameters in both training and recognition 

processes.

In stereoscopic vision, a human brain recognizes 

three-dimensional depth[7-9] by fusing the vast informa­

tion coming through left and right eyes. The depth 

perception phenomenon has been successfully simulated 

by using the recently modified algorithms [10-14] of 

neural networks such as two[13] or three layered[13,14] 

neural networks. It is assumed that the human brain 

system has complicated neural networks fusing disparities 

between the different images by a self-organizing process 

of competition and cooperation. The neural networks have 

even simpler architecture than ordinary ANN. The 

network parameters are always fixed and not revised at 

any time. Moreover, it has a characteristic process of iden­

tifying most likely neuron among confusable candidates, 
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resulting in a clear depth perception of a specific object. 

Namely, the depth perception is conducted by a dynamic 

process of self-organization between two kinds of input 

similarities from left and right retinas.

In a similar way, it is assumed that speech recognition 

is conducted by self-organization of neurons handling 

similarities between the input speech signals and the 

memorized patterns in our brain. The memorizing process 

is regarded as a learning process something like Kohonen 

self-organizing maps[15]. In its application to speech 

recognition, the input similarities are supposed to be 

competed and cooperated among neurons through the 

dynamic process. The neural networks then trigger 

competition among similarities of hypothetic speech as 

well as cooperation among neighboring similarities of 

temporal frames. As a result, the so-called winner-take-all 

process plucks only one winner neuron out of candidate 

ones.

This study details the new mathematical algorithms of 

stereoscopic vision neural networks, namely, coupled 

pattern recognition (CPR) equations with self-organization 

mentioned above. Moreover, the new approach investi­

gates how well the neural net equations work in iden­

tifying a specific speech among confusable hypotheses. 

In addition, the comparative study with the existing HMM 

would be made under the same condition.

11. Neural Net Pattern Recognition

Equations

2.1. Shnilarity Measure
If two objects are separated in depth from the viewer, 

the relative positions of their images will differ in two 

eyes. Our brains are capable of measuring this disparity 

by fusing information of the binocular difference and 

process it to estimate depth. For the similarity measure 

between the both features, it is necessary to take the 

absolute value of the difference of two corresponding 

feature points and sum over all points in the feature area.

When the above-mentioned concepts are applied to 

speech recognition, the similarity at u-th temporal 

frame to a certain vocal signal /a/ can be defined as

r _ logMQ;从,亳)一〈1理丿\/ 그

w vlog?V> (1)

where N is Gaussian probability density function with 
data oui mean and covariance Z，. vlogN> means 

an average over temporal frames. As shown in this 

equation, the similarity between two features can be 

obtained after normalization. From the equation, it is 

noticed that is a deviation of the similarity measure 

from its mean or standard value.

2.2. Coupled Pattern Recognition Equations
In the course of the process, the activity of a neuron 

with the highest similarity excels others that would vanish. 

Such a winner-take-all system is given by a coupled 

pattern recognition (CPR) process[15-17] as following:

負r)------ 虬-
侦⑺ (2)

where is a time-dependent activity of neuron in which 

the amplitude of 覧 means a projection of test patterns.

+%*)' (3)

where U(总(f)) is a non-vanishing part of U under the 

derivative of equation (2). In this equation, particularly, the 

second term plays a role in breaking a left-right symmetry 

in the potential, while the third term restricts the activities. 

戒 is given by

a+as n+l
G)=-弋 + 3 + C)'号f 0)2 -D 辭 0)2

a'-a-as u'-n-la'na u'ttu I 아丿

where B, C, D are positive constants which are chosen 

appropriately. In equation of a%, the first term is a 

similarity of input data at an u-th temporal frame of an 

arbitrary hypothesis /a/. The second term means a 

competitive coupling among neighboring neural activities 

of all candidates, while the third term represents a 

cooperative coupling among neighboring frames. The
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(a) a>0

Figure 1. Potential functions for loser neural activity (a) and winner ne니ral activity (b).

summation index of competitive coupling runs over the 

disparity search area defined as a—as^d ^a+as with 

a restriction of d =느 a、 The summation index of 

cooperative coupling, on the other hand, runs over the 

cooperation area defined as 3 — IM H M 視녹 I with a 

restriction of u=f=u. Accordingly, it is noticed that 

depends on neural activities of both 孩(分 and 覚(£)as 

well as input similarity

In actual applications, it is dealt with only two cases of 

potential functions in which 伉 converges to an absolute 

ninimum value. Figure 1 shows typical potential functions 

where a stable s이ution is decided in each case by the 

minima of the potential depending on the value of 我

In case of a> 0, 覧 converges to a global minimum.
万、2

[n case of a < —爲，on the other hand, 邕 saturates 

n a certain positive value corresponding to an absolute 

minimum in potential function. Therefore, it is noticed that 

only one neuron among candidates would win the 

competition through a dynamic process of self­

organization in potential function.

2.3. Self-organizing Process with Competition 
and Cooperation

The similarity values of all possible candidates are 

obtained as a result of similarity measure. Figure 2 shows 

an example of similarity map where each candidate 

phoneme has a similarity value in each frame. In the next 

step, the similarity map is given to CPR equations with 

self-organization in which the dynamic process with

工NPg

frame 向 A/ /V /g/ /、자

1 0.172669 0.007747 -0.179798 0.068170 -0.317374
2 0.047739 0.021844 0.012022 0.106935 -0377080
3 -0,053958 -0.25*1189 0.1744B4 0.140137 -0J21096
4 -0t020677 ■0,345811 0466542 0452011 -0.270617
5 0.071875 -0.109546 0.026478 0.047362 -0481884
6 0464128 -0t066376 -0t075502 侦00766 -0J87911
1 。，仙848 0*021229 0.011177 -0.173780 ・0.赚7曰
8 0,075048 -0428097 0.029788 -0.138120 0.028273
9 0.151001 ■0.058196 -0.134349 -0.094952 -0.014505

10 0J81342 -0.005^7 -0.214245 -0.072309 -0.070694
11 0.132347 (成84662 -0463194 -0.224362 -0.046461
12 0(05?027 们157427 0.039553 -0,173396 -0.324G18
13 0dl2184 0,316814 0,044812 皿315088 -0.632532
14 0.088750 0.27731G 0.008593 -0,229108 -0.520211
15 0,06 個 6 0.061100 0*028512 -0.384859 0,038372

Figure 2. Example of input normalized similarity map of can­
didate phonemes.
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Frame

■ — a phoneme

---------------a Excitatory coupling

♦ Inhibitory coupling

Figure 3. Competitive process among the similarity values in 
differed hypotheses and cooperative process among 
the values in neighboring frames.

competitive and cooperative coupling is then performed 

among similarities as shown in figure 3.

The value of 此 is influenced by not only input 

similarity but also neighboring neural activity of The 

neurons compete one another over the competitive search 

area and cooperate over the cooperative search area. 

Namely, al has an inhibitory coupling among neural 

activities in all candidates as well as an excitatory coupling 

in neighboring temporal frames. Through the dynamic 

process of self-organization, they approach an arbitrary 

specific value in the long run, independent of the initial 

values of 貿.

It is noticed in the above-mentioned process that the 

self-organization process exerts a great influence on a% 

as well as(翌.Figure 4 and 5 show an examples of time 

dependent behaviors of a： and respectively, at the 

fifth frame of each candidate phoneme.

In a parameter setting, a* starts with positive value 

because all initial values of 邕 are given as 1. If the value 

of 覧 begins to drop owing to a dynamic movement of 

potential form particularly described in figure 1(a) for al 

그0, the value of in phoneme /n/ also begins to fall 

down while the values of other phonemes rise. In this case, 

it is revealed that the excitatory coupling in /n/ gets more 

activated than inhibitory one, so that it accelerates 覧 to 

increase. Accordingly, the value of 爲 turns to grow 

rapidly, depending on the potential function in figure 1(b). 

On the contrary, the values of in other phonemes fall 

down to 0. In this case, inhibitoiy coupling becomes more 

activated than excitatory one. As a result, when 巴 reaches 

a certain saturated point through the cycles of recurrent 

networks, it is called a winner neuron, while it is called 

a loser neuron when it loses the wh이e activity to become 

close to 0. Figure 6 shows an example of winner and loser 

neurons.

In this example, winner neurons are given to /n/ between 

1-th and 11-th frame and to /m/ between 12-th and 15-th
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Figure 4. Time dependent behaviors of 戒 at the fifth frame of 
each candidate.
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OUTPK =国 would be chosen, beating others down.

A/ /이

3

4

8
9

10

11
12
13
14
15

6.282858 
6t044124 
5.854819 
5,706682 
5t582782 
5.479568 
5,218249 
<969046 
4.728297 
4.477095 
<362889 
0.000006 
0.000000 

-0,000000 
-0.000000

。伽加) 
0,000000 

-0.000000 
-0^000000 
-0.000000 
0.000000 

-0.000000
0.000000
0.000000
0,000001
3.567760
3.731247
3.905251
4425674

-0.000000 
0t000000 
0.000376 
0.000000 
0.000000 
0.000000

-0.000000 
0.000000

-0.000000 
0.000000 

-0.000000 
-0.000000 
0.000000

-0.000000 
0.000000

A/ 卜찌

0.000000 0.000000
0.000000 otoooooo
0,000001 0,000000
0.000000 0.000000
otoooooo 0,000000
0.000000 0.000000
0.000000 0.000000
0.000000 0.000000

-0.000000 -0.000000
0.000000 0,000000

-0.000000 -0,000000
-0.000000 -0.000000
-0.000000 -0.000000
-0.000000 0,000000
-0.000000 -0.000000

Fig니！e 6. Winner and loser neurons as a result of dynamic 
process of self-organization with B느0、25, C거.25, 
D=0.60, E=3.0, 1=4.0.

frame, while other phonemes have only loser neurons. 

Consequently, /n/ is recognized as the most likely 

candidate to input speech, as it has even more winner 

neurons than others.

2.4. Application to Speech Recognition
The procedure of constructing speech recognition 

system using CPR neural net equations is as followings.

(1) Using a number of speech corpuses that was hand- 

segmented and hand-labeled to phonemes, the standard 

models are built for each phoneme that is supposed 

to be memorized in our brains.

(2) For recognition, input phonemes are first parameterized 

into a sequence of acoustic feature vectors. The 

extracted acoustic feature signals are referred to each 

standard model to obtain a similarity at a certain 

frame /u/ of an arbitrary phoneme /a/.

〔3) The similarity is then given to CPR neural net 

equations to trigger neural activities such as or 

a%, each of which means membrane potential of 

neurons in the terminology of neural networks.

〔4) Self-organization with competition and cooperation is 

then activated to carry out on the similarity map. The 

process makes the neural activities move toward a 

stable state. As a consequence, only one winner neuron

III. Experimental Evaluation

The effectiveness of speech recognition by CPR neural 

net equations has been assessed on two kinds of test sets 

and compared with the conventional HMM recognizer 

니nder the same experimental condition. For the training of 

acoustic phoneme models, the feature parameters were 

first extracted from two different databases that consist of 

hand-segmented and -labeled phonemes. The one is ATR 

speech database of 4000 words spoken by 10 male 

speakers. The other is ASJ continuous speech database of 

500 sentences by 6 male speakers. For recognition, the test 

sets were composed of two kinds, one from database of 

216 words and the other from 240 words, each of which 

was spoken by 3 male speakers, respectively.

Table 1 shows an analysis condition of speech signals, 

in which 10 dimensional mel-frequency cepstrum coef­

ficients (MFCC) and their derivatives were parameterized 

from the original speech sign시s.

For a comparative study, the proposed system was 

compared with the conventional HMM recognizer with a 

single mixture and three states.

Table 2 shows the average recognition accuracies of 3 

speakers in speaker independent experiments, in which 

CPR recognizer was compared with HMM on two kinds 

of test sets. The recognition accuracies using CPR were 

82.77 % and 79.53 % on 216 and 240 test sets, which were 

con^)ared with 71.56% and 72.37% by HMM, respectively.

Table 3 shows the improvement rates of overall 

performance by CPR compared with HMM recognizer. 

The average recognition accuracies of CPR were 11.2 %

Table 1. Analysis of speech signal.

Sampling rate 16 Khz, 16 Bit
Pre~emphasis 0.97

Window 16 msec Hamming window
Frame period 5 ms

Feature parameters 10 order MFCC
+ 10 order delta MFCC
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Table 2. Comparison of CPR with H세M on two test sets.

Phoneme
216 set 240 set

내 CPR HMM CPR
NG 53.46 85.44 59.62 89.03
A 92.55 95.24 93.85 96.67
B 76.62 81.01 86.79 86.79

CH 84.62 87.69 100 75
D 69.84 84.38 74.07 59.26
E 64.77 89.77 80.86 96.3
G 57.14 63.64 45.71 44.44
H 63.46 59.62 53.33 60

1 69.16 92.21 84.18 97.98
J 97.01 97.01 93.1 93.1
K 55.25 69.86 67.02 61.7
M 61.9 54.72 86.67 66.67
N 44.3 46.25 50 50
0 70.58 95.27 66.67 90.79
P 64 44 100 77.78
R 62.34 62.34 42.3 32
S 89.01 85.71 76.4 80.9

SH 96.05 82.89 91.11 95.56
T 4.35 39.13 15.38 48.72

TS 65.22 86.96 89.74 89.74
U 94.78 67.24 59.8 68.67
W 84.38 75.76 91.03 78.91
Y 61.36 65.91 87.3 91.67
Z 87.76 85.71 93.1 93.33

Total (%) 71.56 82.77 72.37 79.53

Table 3. Overall comparison of CPR with HMM in performance.

216 data
HMM 71.56%
CPR 82.77% 11.20%

240 data
HM 어 72.37%
CPR 79.53% 7.20%

and 7.2% higher than HMM on 216 and 240 test sets, 

respectively. As shown in this table, it was shown that 

CPR gave better performance than the existing HMM 

recognizer.

However, as shown in phoneme 'P' for example, the 

accuracies based on CPR do not always show better 

perfonnance in every phoneme than HMM, because CPR 

still has a lack of exact modeling of the inner change of 

acoustic features like HMM. Since this study is restricted 

to phoneme recognition, moreover, we should make 

further experiments to word or continuous speech recog­

nition as future works.

IV. Conclusions

This study presented a new approach of speech 

recognition using CPR neural net equations with self­

organization. From the comparative study, it was shown 

that the proposed method outperformed the conventional 

HMM recognizer. In recognition process, the self­

organization of competition and cooperation plays a 

crucial role in determining the most likely neuron in a 

similar way as a depth perception in stereoscopic vision. 

Therefore, it is noticed that the visual cognitive 

mechanism might be also useful and beneficial in picking 

up specific speech signals out of confusable candidates. 

Moreover, we can see that the proposed neural net 

equations are able to give even simpler architecture than 

other ordinary ANN.
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