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Modeling of Positive Selection for the Development of a Computer
Immune System and a Self-Recognition Algorithm

Kwee-Bo Sim and Dong-Wook Lee

Abstract: The anomaly-detection algorithm based on negative selection of T cells is
representative model among self-recognition methods and it has been applied to computer
immune systems in recent years. In immune systems, T cells are produced through both
positive and negative selection. Positive selection is the process used to determine a MHC
receptor that recognizes self-molecules. Negative selection is the process used to determine an
antigen receptor that recognizes antigen, or the nonself cell. In this paper, we propose a novel
self-recognition algorithm based on the positive selection of T cells. We indicate the
effectiveness of the proposed algorithm by change-detection simulation of some infected data
obtained from cell changes and string changes in the self-file. We also compare the self-
recognition algorithm based on positive selection with the anomaly-detection algorithm.
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algorithm.

1. INTRODUCTON

The damage from computer viruses and hacking
has been augmented with an increase in the use of
computers and the Internet. In the same way that a
virus invades to cause a disease, a computer virus is a
program that invades a computer, damaging data files,
destroying other profitable programs, and disturbing
computer operations. It also copies itself to other
computers through the Internet. Hacking is the skill
of intruding into a computer for the purpose of
extracting data and destroying the system. This type
of destruction has also been on the rise. To protect
computers against damage caused by hacking and
viruses, research of the biological immune system for
application in detecting intrusions [1-6] and viruses
[7, 8] is in progress.

The immune system has a function that can
discriminate between self (the normally occurring
patterns in the system being protected e.g. body) and
nonself (foreign pathogens, such as bacteria or viruses,
or components of self that are no longer functioning
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normally). The representative immune cell is the
cytotoxic T cell, which has a self-recognition
component and an antigen receptor used to locate and
eliminate infected cells [9, 10]. By modeling the
characteristics of the biological immune system (BIS),
the system that protects from damage by external
attacks and eliminates intruders in the case of
computer technology is called the computer immune
system (or artificial immune system) [11, 12].

In this paper, we propose an algorithm that is
modeled on the way in which living things
discriminate between a self-cell and an antigen. An
example of modeling on the self-recognition
characteristics of the BIS is the anomaly-detection
algorithm of Forrest et al. [7, 13, 14]. This algorithm
utilizes the process of negative selection to produce
an immune cell, form an anomaly detector, and apply
itself to the self-recognition algorithm. It has the
merit of being able to recognize various unknown
antigens (modifications) through the preparation of
sufficient anomaly detectors. As such, it has been
applied to the computer immune system in recent
years [1, 2, 11-15]. The anomaly-detection algorithm
of Forrest et al. used the binary # -contiguous
matching rule. In [16], to improve the efficiency of
matching, Singh proposed the m -ary r -contiguous
matching rule. In a general computer system, the
basic unit is an 8 or 16 bit character variable.
Therefore, m -ary r -contiguous matching rule is
more effective. Therefore, we use 8-ary 2-contiguous
matching rule in this paper.

However, the anomaly-detection algorithm has
some drawbacks. It is poor at recognizing self-part
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elimination and it has a lower recognition rate to
block change (or block modification; meaning that a
series of symbols is replaced by other symbols in a
file) than point one (meaning that a symbol or a
character is replaced by another symbol in the file) in
the same change rate [7]. Hence, to improve this
shortcoming, we propose a novel self-recognition
algorithm using positive selection among the process
for producing an immune cell in this paper. The
effectiveness of the proposed algorithm is verified by
the comparison of self-recognition rate for self-part
modification at symbol level and at block level. We
also compare the self-recognition algorithm based on
positive selection with that based on the anomaly-
detection algorithm.,

2. BIOLOGICAL IMMUNE SYSTEM

The protection system of living creatures, the
immune system, is a complex and sophisticated
structure to protect cells and organs from various
external organisms or proteins called antigens, such
as pathogens, viruses and so on. The basic elements
of the immune system are two types of lymphocytes,
B cells (B lymphocytes) and T cells (T lymphocytes).
B cells take part in humoral responses that secrete
antibodies, and T cells take part in cell mediated
immunity that stimulate or suppress cells concerned
with immune response and kill infected self-cells {9,
10].

Immune cells use the Major Histocompatibility
Complex (MHC) molecule to recognize self-cells.
The protein that represents each characteristic also
exists in the individual. It is called the MHC
molecule. The part that recognizes the MHC
molecule is located in the body of an immune cell. It
is the MHC receptor. The immune cell uses the MHC
receptor to judge between a self-cell and a nonself
cell. The immune cell such as a B cell or a T cell has
a detector that recognizes specific antigen. This is
known as the “antigenic receptor.” A T cell has both
the MHC receptor and an antigenic receptor [9].

2.1. The principle for developing an immune cell
In the BIS, an immune cell, which is the core of
the immune response, relies on two elements to

eliminate the antigens that have invaded a living body.
One is cooperation and communication between cells.

The other is the ability to discriminate between a self-
cell and a nonself-cell. A representative immune cell
is the cytotoxic T cell that has both an antigenic
receptor to recognize the antigens and the MHC
receptor to recognize the MHC molecule (MHC
protein) that identifies a self-cell. A cytotoxic T cell is
produced through a positive section and a negative
one. If a T cell receptor does not operate correctly in
the immune system, it recognizes a self-cell as an
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Fig. 1. Developing process of T cell.
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antigen and attacks it. Therefore, when T cells are
produced initially, they are examined for the correct
operation of the MHC receptor and antigenic receptor.
This process is positive selection and negative one.
Theses processes determine whether two receptors
are operated correctly or not.

Positive selection is a method used to examine the
MHC recognition function of each immature immune
cell since only immature immune cells able to
recognize MHC molecules correctly in the self-cell
can be used in an immune system. Mature immune
cells consist of only cells in which the MHC receptor
is matched with MHC molecules among the
immature immune cells. At this time, the immune
system can be maintained by elimination of the
unmatched cells, because the unmatched immature
immune cells cannot recognize a self-cell.

Negative selection is a method employed to
exclude the immature immune cells that recognize a
self-cell as an antigen. If an antigenic receptor
recognizes a MHC molecule as an antigen, the
antigenic receptor regards all self-cells as antigens.
When immature immune cells conjoin to the MHC
molecule, only those cells that the antigenic receptor
does not recognize MHC molecules as antigens are
selected. If an immature immune cell recognizes a
MHC molecule as an antigen, it is eliminated.

The immature immune cells form an appropriate
immune response in a living object after completing
these two selections. The developing process for a
mature immune cell is shown in Fig. 1.

3. SELF-NONSELF RECOGNITION
ALGORITHMS

One of the most important characteristics of BIS is
discrimination ability between self and nonself by
recognizing a self-cell from an antigen. Forrest et al.
proposed the anomaly-detection algorithm based on
negative selection, which is one of the producing
principles for immune cells [7, 13, 14]. This is an
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algorithm that recognizes a nonself using antigen
receptor and it has superior characteristics to detect
local modification and addition of self-space.
However, it has a lower self-recognition rate
regarding self-part elimination [7] and block
modification than point one. As such, in this paper, to
improve the recognition rate in various conditions we
propose an MHC detection algorithm based on
positive selection of the BIS.

3.1. Anomaly-detection algorithm based on negative
selection

The anomaly-detection algorithm based on
negative  selection is one of self-nonself
discrimination algorithm proposed by Forrest et al.
[7]. They composed a set of detectors that do not
recognize self-space. A composed detector set is used
for nonself recognition. This algorithm is divided into
two sections. One is to compose the anomaly
detectors by negative selection and the other is to
check the occurrence of modifications by using the
composed detector set. Fig. 2 represents the process
to produce the anomaly detector set by negative
selection. The anomaly detector consists of strings
that do not correspond to self-space. To begin, define
a self-space S to be protected. Then match the
strings of § after making a set of random strings,
Ry followed by r -contiguous matching between

each string in R, and all the strings in S. We can

compose detector set, R, which does not match any
string in S, where r<n. At this time, matched
string set E is rejected.

A perfect match between two strings of the same
length indicates that the symbols of each cell located
in each position on the string are identical. Because it
is difficult to locate an unmatched string as they
become larger, a partial matching rule is used. The
matching rule used by the anomaly-detection
algorithm is an » -contiguous matching rule. If the
same r -contiguous cells are located in the two
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Fig. 2. Construction method for an anomaly detector.

strings, it is defined as being matched.

We can recognize self and nonself using the
anomaly detectors that were made by the above
process. This algorithm has the merit that it is able to
recognize various antigens, modifications, by
preparing sufficient anomaly detectors. However,
because this algorithm detects self-change by
recognizing nonself, it is inefficient at detecting the
partial elimination of self-space. Furthermore, it
shows a lower recognition rate to block modification
than point one in the same change rate. This result
will be shown in the simulation results.

3.2. Self-recognition algorithm based on positive
selection

In this section, we propose a novel algorithm based
on positive selection to improve the recognition rate
to block modification. This algorithm is a method to
recognize self by modeling of the MHC detector,
which is another receptor of T-cell. The proposed
algorithm produces MHC detectors that have specific
characteristics or some component of self-space to
assist in recognizing self. The set of MHC detectors
is called “MHC set” in this paper. Because MHC set
has the characteristic of self-space, it can
discriminate between self and nonself. The
composing process of detector set using
characteristics of self-space 1s positive selection,
which is the process used to produce and examine the
MHC receptor when T cells are produced initially.

If checking space has all components of the MHC
set, it is recognized as self-space. Otherwise, it is
considered nonself space or modified self-space. Fig.
3 shows the elements of MHC detector string (MHC
string). Each string location is a cell, where each cell
is an 8 bit character variable. As such, it is one of the
256 symbols. The code, basic unit of matching, refers
to the 7 -contiguous cell. The MHC detector is
produced from the self-space, S. The MHC string is
composed of partially matched codes.

Detailed algorithm of constructing a MHC set is as
follows.

Step 1: Define a self-space S and divide § into strings
of fixed length.

Self-space is divided into the strings of fixed
length (=/). Thus, self-space becomes the set of
strings.

Step 2: Select the first code of MHC string.

Select the first code that is not equal to that of
other MHC strings among the codes to occupy the
first location of all strings in the self-space. This code
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Fig. 3. Elements of MHC detector string.
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Fig. 4. Construction method for a MHC string.

is the seed to create the MHC string.
Step 3: Select the next code.

Select another code that identical to the second and
later cells of the first code. The selected code is the
code for the MHC string in the second location.

Step 4: Determine the last code.

Continue to select codes in the same way. If
partially matched codes are not in the self-space
strings, go to Step 2 and determine a new first code.
Step 5: Compose a MHC set that is a predefined
number of the MHC string.

Until the predefined number of the MHC strings is
composed, repeat from Step 2 to Step 4.

Fig. 4 shows the construction method for an MHC
string.

The checks for self-recognition are operated using
the MHC set composed. The codes of each MHC
string are examined to confirm whether they occupy
a location in the self-space string. If all codes of the
MHC string are present in each location of the
checked space, the verified space is recognized as
self by that MHC string. Otherwise, it is recognized
as nonself. Moreover, if all codes in an MHC set
recognize the checked space as self, then the checked
space is recognized as self-space. Fig. 5 shows the
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Fig. 5. Process of self-nonself discrimination using
the MHC set composed.

process of self-nonself discrimination using the MHC
set composed.

The proposed MHC-set algorithm has some
characteristics as follows. Firstly, as we determine the
cells of the MHC string, the MHC string memorizes
position information. Therefore, it can easily detect
the elimination or addition of various strings in the
search-space. In addition, distributed codes of the
MHC string increase recognition rate to block
modification. Secondly, the MHC string is composed
of a code that has duplicated cells. As such, each cell
of the MHC string represents the duplicated position
as many as the length of the code (=r ). For example,
in Fig. 4, the length of the code is 3 (# =3 ); therefore
each cell represents the cells of 3 positions.

4. SIMULATION RESULTS

To compare the MHC-set algorithm with the
anomaly-detection algorithm we obtained the change
detection rate of point and block modification of the
self-space by simulation. The self-space is a set of
strings, where a string was composed of 32 cells
(/=32), and a cell was an 8 bit character variable. In
simulation, the number of self-space strings was 800,
1600, and 3200. The number of MHC strings (and
anomaly detector) was set at 10 and 20. The code was
set at 2 for matching and producing (r=2). The
length of the anomaly detector was identical to that of
the MHC string. It is set at 32. Also, we used the 8-
ary 2-contiguous matching rule. Two methods were
used for the method of modification of self-space.
One is used in the cell change method to modify
certain cells in the self-space in order to verify the
self-recognition rate for the point modification of
self-space occurring due to noise. The other is used in
the string change method to modify all cells of a
string in the self-space in order to certify self-

Table 1. Recognition rate for cell modification (No.
of detectors = 10).

No. of . .
detectors Size of self-space (No. of strings)
800 1600 3200
10 MHC| o [MHC| o [MHCY |,
set set set

0.01]18.04| 8.06 [17.45]14.87|18.58| 26.8
0.02{31.46|14.98|31.78(26.5333.15/44.94
0.03]143.1820.75 [45.06|35.44 | 44.6 | 60.05
0.04]53.38|26.5354.9544.27|54.82]69.44
Change |0.05]62.44|31.95(61.51|52.14161.71|77.42

rate. 10.06{69.15|35.34{69.74|58.46|70.28 | 82.57
0.07]73.86|40.07]75.64|64.16174.19,86.91
0.08176.74} 43.2 |78.64]68.02]80.62|90.01
0.09]81.75,46.3482.06,70.47|81.54192.52
0.10{86.2949.3186.42|74.58 | 85.87/94.05
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Table 2. Recognition rate for cell modification (No.
of detectors = 20).
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Table 4. Recognition rate for string modification
(No. of detectors = 20).

dIe\I;t(())t;s Size of self-space (No. of strings) dg; t?)is Size of self-space (No. of strings)

800 1600 3200 800 1600 3200
20 MHC ADs MHC ADs MHC ADs 20 MHC ADs MHC ADs MHC ADs

set set set set set set
0.01131.73113.99131.87(26.34]32.57|46.15 0.01144.07| 7.17 |62.84|14.58|86.51|27.27
0.02149.75127.47154.16|44.69]54.24|70.17 0.02]157.98|14.78(77.31|27.23197.73|46.72
0.03[68.54| 36.1 ]68.59/59.79]69.98 | 83.69 0.03169.53120.85194.87|37.17[99.2360.92
0.04]85.38|52.32|77.63[69.71 [78.34|90.28 0.04190.33]31.92]| 100 [46.08] 100 |71.97
Change |0.05]|84.18|52.04 |85.55|77.09 [ 85.04194.92 Change |0.05]93.12131.41| 100 |54.53] 100 |78.64
rate  10.06]90.4658.18 | 90.4 |82.6389.5396.93 rate 10.06]99.23136.19] 100 [60.77] 100 [ 84.8
0.07192.68163.781 92.7 | 86.6 194.25/98.19 0.07199.9842.02] 100 [66.52] 100 |88.46
0.08195.18]67.94]95.29/89.73196.15|98.83 0.08199.9946.45| 100 |71.13] 100 |91.19
0.09]196.56|72.46197.27| 92.2 [97.44/99.52 0.09] 100 |50.541 100 |75.31| 100 |94.16
0.10197.89!74.95197.57(93.77{97.52199.65 0.10) 100 53.77| 100 178.991 100 |95.58
Table 3. Recognition rate for string modification the anomaly-detection algorithm shows good
(No. of detectors = 10). performance.

No. of

detectors

Size of self-space (No. of strings)

Tables 3 and 4 show the results of recognition rate
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79.51

21.77

95.64

37.04

97.44

60.57

0.07

85.36

22.81

98.99

41.88

99.97

66.16

0.08

88.46

26.39

99.98

46.4

100

72.19

0.09

92.88

29.23

99.98

50.16

100

75.5

0.10

97.75

32.17

99.98

54.51

100

79.43

recognition rate for block modification of self-space
occurring due to hacking or to a computer virus. Each
simulation was repeated 10,000 times for stochastic
reliance.

We obtained the recognition rate for cell
modification of the self-space. At this time, the
change rate varied from 0.01 to 0.1. Tables 1 and 2
show the recognition rate for cell modification, when
the number of detectors is 10 and 20 each.

As a result, the MHC-set algorithm represents
robust performance against the size of the self-space.
However, in the anomaly-detection algorithm, as the
size of the self-space increases, the recognition rate
also increases. Therefore, when the size of the self-
space is small, the MHC-set algorithm is more
effective than the anomaly-detection algorithm. On
the contrary, when the size of the self-space is large,

for string modification of the self-space. The
recognition rate for string modification in the MHC-
set algorithm is higher than that in the anomaly-
detection algorithm. This means that the MHC-set
algorithm, which has the space for self-characteristics,
is better at recognizing modifications of self-space
produced by a change in the block.

As the results indicate, the MHC-set algorithm has
robust performance against the size of the self-space
in cell and string modification. In particular, the
MHC-set algorithm shows superior results in string
modification.

5. CONCLUSIONS

In this paper we proposed the self-recognition
algorithm based on the computer’s ability to
recognize self-space, modeled on the MHC molecule.
This is the MHC-set algorithm. We also compared it
with the anomaly-detection algorithm, which is based
on negative selection. In simulation results, the
MHC-set algorithm shows a higher self-recognition
rate when detecting block (string) changes. It also has
a higher self-recognition rate when detecting point
(cell) changes, although, it has a lower self-
recognition rate for a few conditions. In the future, if
the two complementary algorithms are combined, it
is expected that they can be used as a basic algorithm
for an innovative computer immune system.,
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