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ABSTRACT

In this paper, we proposed structure of a reversible discrete-time cellular neural network (DTCNN) for labeling
digital images to protect copylight. First, we present the concept and the structure of reversible DTCNN, which can
be used to generate 2D binary pseudo-random images sequences. We presented some, output examples of different
kinds of reversible DTCNNs to show their complex behaviors. Then both the original image and the copyright label,
which is often another binary image, are used to generate a binary random key image.

The key image is then used to scramble the original image. Since the reversibility of a reversible DTCNN, the
same reversible DTCNN can recover the copyright label from a labeled image. Due to the high speed of a DTCNN
chip, our method can be used to label image sequences, e.g., video sequences, in real time. Computer simulation
results are presented.
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[. Introduction

The distribution and use of digital video
and electronic images is rapidly increasing
with the development of multimedia, common
database of worldwide computer networks,
electronic publication systems and electronic
mail systems[l]. This development provides
many advantages such as fast and easy
duplication  of
products. But it also increases the potential
for misuse and theft of these information[6,
7. It is because 1) making copies of
electronic image is easy and inexpensive; 2)

access and inexpensive

each copy is exactly identical to the original;
and 3) distribution of the copies via network
or floppy is easy, fast and uncontrollable. For
this reason, creators of multimedia information
technical
problems associated to copyright protection of
image data in a multimedia environment,
In addition to copyright labeling of broadcast
images, applications to image labeling
techniques include copyright and/or secure
labeling of electronic publishing, facsimiles,
scientific imaging and medical imaging.

are  seeking solutions to the

A promising solution to this problem is to
add to each image a signature, or "water
mark”’, which identifies its copyright
holder[8-11] and has the following
properties:

1. Signature should declare the copyright
holder

2. Signature must contain a user code,
which legal
possession of the data;

verifies the wuser is in

3. The image data is labeled in a manner
which allows its distribution to be tracked.
should the following

A signature satisfy

conditions[8-11]):

1. Not
perception of the image.

2. Not perceptually or statistically detectable
who have

inducing change of the visual

by any one except those
precise knowledge of the label generation
system.

3. Big key space of the label generation
system.

4. Resistant to image transformation method
that do not impair the quality of the image
considerably, such as standard compression
method, or other data processing such as
smoothing and pirates attacks.

Different kinds of methods had proposed to
satisfy the above conditions. The method
proposed in [8, 9, 10, 12] basically consist of
two stages. In the first stage, locations where
be embedded are
second

the signature bits will

chosen secretly. In the stage, a
scheme is used to change the value at every
location. The authors of [11] proposed a
method based on the
inverse nonlinear dynamical systems, which
was developed for the
information hidden in a chaotic carrier
signal[13). This method does not need location

choice because the signature is embedded in

synchronization of

transmission  of

the whole image.

All the above methods are based on the
serial mechanics, in case of real time image
sequences transmission, such as digital video
image sequences, there should be a tradeoff
between the speed and size of key-space. In
this paper, we proposed a method based on
reversible discrete-time cellular neural
networks(RDTCNN) to provide a very hight
speed and very large key space for invisible
signature in images. First, a RDTCNN
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generates a random binary key image using
both original image and the copyright label,
which is often a binary image. The Kkey
image is then used to scramble the original
image using an invertible mapping. Since the
reversibility of a RDTCNN, the same
RDTCNN can restored the copyright label
from a labeled image.

In section 2, we present the concept and
the structure of RDTCNN. In section 3 we
present some output examples of different
kinds of RDTCNNs to show their complex
behaviors. In section 4, we present the
structure and the scheme for labeling images
using RDTCNN. In section 5, the simulation
results are given. In section 6, conclusions are
contained.

Il. Generate 2D random sequences using
Discrete-Time Cellular Neural Networks

Consider an M xN DTCNNI4], having MxN
cells arranged in M rows and N columns. We
denote the cell on the ith row and the jth
column as cell Cj The r-neighborhood of G
is defined by [5]

Definition 1: r-neighborhood
The r-neighborhood of a cell C; in an MxN

DTCNN is defined by
NG, )= (Gimaz(k—i,l-DN=r1 k< Ml<l<N(1)

where r is a positive integer number.

We use the following set of equations to
define the cell Cj :
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1. State equation

z,.(t)= A, 5k, Dy (8) + B(i,5ikDuy+ 1T
e ez;w(-'.j) i c‘..ez;,(-',j) K

(2)
2. Output equation
v(t) = flz;(t—1)1SiSM1<j<N (3)

3. Initial state
z;0),1Si<M1<j< N 4

z;(t) € Ry;(t) € andu; € {0,1}  are
state, output and input of the cell C;,
respectively. / € R is the bias. t € Z is
the discrete time. A (%, 7k, 1)andB(3, j;k,1)
are feedback and feed~forward
weights, respectively. F(Q)

output property of a cell, it should be easy to
be implemented by using VLSI techniques.

synaptic
is the nonlinear

For simplicity, we can rewrite Eq.(2) into the
following form(5]

z;(t) = A%y, (t) + B*uy;+ 1 (5)

1 g 1
£

where denotes a 2D convolution operator.
A and B are feedback and feed-forward
templates, respectively.

Then we consider the following DTCNN

defined by
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1. State equation
z;(t)=A%y;(t),1SiSsM1<j< N (6)
2. Output equation
w(t+1)=f(A*y,t)ey,(t-1),1sis M1<i< N (7)
is the exclusive OR.

where @

3. Cell Nonlinearity

1, =
0, =

Ay
(==

HORS!

4. Initial conditions

y(—=1),y500), 121 M1<j<s N (9

We can see that the nonlinearity of a cell is
different from the original one as in [4], we
used way to guarantee that the outputs of
DTCNNs can be represented by 0-1 logic.
The output equation is also different from that
in the original paper(4] and needs a 2-bits
local digital memory for storing the previous
outputs. Since XOR is reversible, from Eq. (7)
we have

yij(t“’ 1) = f(A*yij(t))eyij(t‘f' 1),
12i=sM1£JEN 10

Which means that if we know the output
Yij (t+1) at iteration ¢t +I and the output

Yij (t) at iteration ¢ then we can find output

Yij (t - 1) at iteration ¢ ~ I . Thus, this kind
of DTCNN is reversible. We call the DTCNN
defined by 6)-(9) as
DTCNN (RDTCNN).

Eqgs. a reversible

lll. Output of RDTCNNS

Many 2D sequences generated by the
RDTCNN as in Egs. (6)-(9) are effectively
random. This 1is verified by wusing the

statistical test provided in [1, 2, 3]. In this
section we will present some typical examples
of the outputs of different RDTCNNS.

We first consider the RDTCNN with A

template

-1-11
A={1 1 0
1 -1-1

Observe that this template has zero average

(11)

value. The simulation results are shown in
Fig. 1.Figure 1(a) shows two initial outputs of
the RDTCNN. Since there is a one-bit binary
memory for each cell,
the
current output in the same figure to give

it is convenient to
the
the
the
the
the
memorized and current outputs of the
RDTCNN, respectively. form Figure 1(b)-(j)
we can see that the outputs of the RDTCNN
becomes very random-like rapidly conditions,

represent memorized output and
reader a comprehensive impression of
output of this RDTCNN, In each figure,

left and the right subfigures represent

we can simply recover the two images shown
in Fig. 1(a) by running the same RDTCNN
along the reversible direction 100 iterations.
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Figure 1: Typical output of the RDTCNN
with parameter given by (11). (a) Initial
conditions  Y;; (=1)  and Yi; (0) (Y
Iterations 3 and 4. Iterations 5 and 6. (d)
Iterations 11 and 12. (e) Iterations 19 and 20.
(f) Iterations 29 and 30. (g) Iterations 39 and
40. (h) Tterations 49 and 50. (i) Iterations 99
and 100.

We then consider the RDTCNN with A
template

1 1 0
A=|-1-1 1
1 -1 -1 12)
Observe that this template has zero average

value. the simulation results are shown in Fig.
2.
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Observe that this template has zero average
value and there are 4 mutually negative pairs
of elements. The simulation results are shown
in Fig. 4.
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Figure 2: Typical output of the RDTCNN

with parameter given by (12). (a) Iterations 3
and 4. (b) Iterations 5 and 6. (¢) Iterations 11

and 12. (d) Iterations 19 and 20. (e) Iterations
29 and 30. (f) Iterations 39 and 40. (h)
Iterations 69 and 70. (i) Iterations 99 and !
100. *
2
We then consider the RDTCNN with A 2
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-2 1 1
A=11 —-17 1
1 1 ~—23 (13 1

Observe that this template has zero average

N

value and the diagonal elements are negative

25
50 100 150 200 250 50 100 150 200 250

(d)

and asymmetric. The simulation results are
shown in Fig. 3.
We then consider the RDTCNN with A
template
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Fig. 3(Continued)
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Figure 3: Typical output of the RDTCNN
with parameter given by (13). (a) Iterations 3
and 4. (b) Iterations 5 and 6. (c) Iterations 11
and 12. (d) Iterations 19 and 20. (e) Iterations
29 and 30. (f) Iterations 39 and 40. (g)
Iterations 49 and 50. (h) Iterations 69 and 70.
(i) Iterations 99 and 100.
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Figure 4: Typical output of the RDTCNN
with parameter ginven by (14). (a) Iterations
3 and 4. {(c) Iterations 11 and 12. (d)
Iterations 19 and 20. (e) Iterations 29 and 30.
(f) Iterations 39 and 40. (g) Iterations 49 and
50. (h) Iterations 69 and 70. (i) Iterations 99
and 100.

IV. Image Copyright Labeling Using
Reversible Discrete-Time Cellular Neural
Networks

The block diagram of image copyright
labeling is shown in Fig. 5. In Fig. 5(a), the
copyright label X is a 'binary image of the
same size of the original image Y. In the case
when X is smaller than Y, we can choose a
part of Y of the same size of X secretly as
the original image. In this paper, without loss
of generality, we only consider the case when
X and Y have the same size. Suppose every
pixel of Y is represented by n (= 8) bits.

n
We choose the [E]th (where [z] denotes
the biggest integer less than x) bit of every
pixel of Y as an initial condition of RDTCNN,
{yij (0)} And the other initial condition

{yij(“ 1 )} is chosen as the copyright label

X. Using this two initial conditions, the
RDTCNN in Egs. (6)-(9) runs an iteration to

generate the key image K= {y,-j(l)}, Then
the labeled image Z can be given by

Zy; = F( Y, I{u) (15)
Since lZij_ Y;J| = 1 should be satisfied

for purpose of invisible image copyright
labeling, we can simply F(-) as shown in
Fig. 5. The F(-) in Fig. 6 can be
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implemented by replacing the least significant
bit(LSB) of every pixel in image Z with the
corresponding pixel value in image K. This
operation can be implemented parallel using
CNN universal machine[14]. The key space of
this scheme is all the parameters of the
RDTCNN. Since the
number, the key space is very big.

Then we consider how to extract the

templates are real

copyright image from a labeled image. In Fig.
6(b), we first use F'(-) to recover the key
image K from Z. F(-) is given by
K= F'(Z;) = LSB(Z;) (16)
where LSB (Z”) denotes the LSB of Z;.
The recovered key image K is chosen as an
initial  condition{¥;;(—1)} of RDTCNN.

n
Also, we choose the [_2']th bit of every pixel

of Z as the other initial condition {yij (0)} of
RDTCNN. From Fig. 5 we can see that
{yij (0)} is the same as that we used in Fig.

6(a). Since our RDTCNN is reversible, after
running an iteration, it gives the copyright
label.

LSB{Z =0

a0

Loop Until Pixels Have Been
Processed

]

Fig. 5

Figure 5! The flow-chart of function

F(-).LSB(z ) =least significant bit of .
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N

(b)
Fia 6.
Figure 6: (a) The image copyright labeling processes.
() Extracting copyright label using an identical
RDTCNN as in (a)

Fig. 7
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Fig 7@ Simulation results of labeling
copyright label in a gray-scale image. (a) The
original gray-scale image. (b) The binary
image of a Chinese character as the copyright
label. (c) The other initial condition getting
from the original image. (d) The key image
generated by the RDTCNN. (e) The labeled
image. (f) The restored copyright label.

V. Simulation Resuits

The simulation results are shown in Fig. 7.
In Fig. 7(a), a gray-scale face image of size
64x64 and 256 gray levels is
Therefore every pixel is represented by 8 bits.
Fig. 7(b) shows a binary image of a Chinese
character, which is used to label the image in
Fig. 7(a), of size 64x64. This image is used
as the initial condition {¥;(—1)}. Fig. 7(c)
shows a binary image, in which every pixel
has the same value as that of the 4th lowest

shown.

bit of the corresponding pixel in Fig. 7(a).
This image is used as the initial condition
{yi7(0)}. Fig. 7(d) shows the output of the
RDTCNN after one iteration. This image is
used as the key image {K'u} Then, the
labeled image is shown in Fig. 7(e). One can
see that the labeled image is indistinguishable
from the original one. Fig. 7(f) shows the
restored copyright label, which is identical to
that shown in Fig. 7(b). In this simulation, the
template A is given by

0-1 1
A=|1-1-1
11 C1 (17)
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V. Conclusions

In this paper, we proposed a RDTCNN
structure and use it to generate 2D random
sequences for the purpose of digital image
copyright labeling. Since the RDTCNN
structure may have space-varying templates,
and the templates are real numbers, the key
space of our method is much larger than the
method proposed in [11]. On the other hand,
since a RDTCNN chip can work at a very
high speed, our method has a great advantage
over the other methods when lots of images
are needed labeling in real time, eg., digital
video sequences of a commercial television
channel.

However, our scheme can only work under
the condition that copying or
transmission, the LSB of th image should not

during

be changed. Thus, this scheme is not resistant
to filtering, JPEG compression. From this
point of view, the present method is not
readily applicable and cot suitable in most of
practical cases. But the principle of our
method should have a great potential and can

be improved in many ways.
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