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Note on Estimating the Eigen System of X%,

Myung Geun Kim?l)

Abstract

The maximum likelihood estimators of the eigenvalues and eigenvectors of X'y y 9

are shown to be the eigenvalues and eigenvectors of S; 'S, under multivariate

normality and are explicitly derived. The nature of the eigenvalues and eigenvectors
of X7'%, or their estimators will be uncovered.
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1. Introduction

Let X; be a p-variate random vector having a normal distribution MN(y,, 2;) with mean
vector p; and positive definite covariance matrix 2X; for 7=1,2. The maximum likelihood
estimator of X; based on a sample of size x; drawn from My, %) is denoted by S, The
sample covariance matrix S; is positive definite with probability one if and only if #;)> p

(Dykstra, 1970), which will be assumed throughout. In any multivariate textbooks, no explicit
derivation of the maximum likelihood estimators of the eigenvalues and eigenvectors of

X7'2, is made. The eigenvalues and eigenvectors of S1'S, are implicitly used as the

maximum likelihood estimators of the eigenvalues and eigenvectors of & 1—12 9. It may be due
to the invariance property of the maximum likelihood estimator. However, a routine use of the

eigenvalues and eigenvectors of Sy 152 does not give any idea about the nature of the
eigenvalues and eigenvectors of 2| X 9. The eigenvalues of Sy 152 are important, for

example, in testing the hypothesis 2| =23 (Muirhead, 1982, Section 8.2). In light of decision

theory, Muirhead and Verathaworn (1985) considered an estimation of the eigenvalues of
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Iz,
The purpose of this note is to show that the eigenvalues and eigenvectors of Sy 'S, are

the normal theory maximum likelihood estimators of those of X ) o and is to find explicit

forms of the maximum likelihood estimators. Further, we will uncover the nature of the

eigenvalues and eigenvectors of X 'X, or their estimators.

2. Eigen system of 2['2,

2.1 Usual derivation

For easy reference and the clarity of our argument, we consider the usual method for

finding the eigenvalues and eigenvectors of S{'S,. Let & be the eigenvector of S;'S,

associated with the eigenvalue A. Then Syb=AS,6. We can write S,=MM" where M is a
nonsingular matrix that can be chosen by using the spectral decomposition theorem or the

Cholesky decomposition theorem. Define a vector a by b=S'Ma. This gives
(MTS,*M)a=2a. Then A and b can be found. Usually the eigenvector & is normalized
such that 57S;6=1. To this end, a should satisfy a’a=1/A. This method is based on pure

matrix algebra and does not give any idea about the nature of A and b&.
2.2 Maximum likelihood estiamtors

First, we state a well-known fact about a diagonalization of two positive definite covariance
matrices (Muirhead, 1982, p.592) before considering the maximum likelihood estimation.

Lemma 1. Two positive definite symmetric matrices 2, and 2y are always diagonalized
by a nonsingular matrix B as follows
B'3B=1, and B’'Z,B=A (1)
where A is a positive definite diagonal matrix of dimension p and I, is the identity matrix

of dimension p.

In Lemma 1 B is uniquely determined up to sign changes if the diagonal elements of / are
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distinct. Lemma 1 implies that each column vector of B normalized with respect to 2 is the
eigenvector of 21—12 o and its associated eigenvalue is the corresponding diagonal element of

A.

If we define A by A=(B "7 then Lemma 1 gives 3;=AA7 and S, =ANAT.
The i-th column of B and the i-th diagonal element of A are denoted by &; and 4,
respectively and the hat notation indicates the corresponding maximum likelihood estimator.
Let ri=nin, and n,=mn,+n, Then the likelihood equations under the

reparametrization (1) are easily computed as

I,=diag B'S,B) and A=diag( B'S,B) )

BT (7 S)B+ B (rS)BA =1, (3)
Next we will show that PTS IP and PTS 2@ become diagonal matrices. To this end
suppose that 5,-T(7151) 3,-=x for a fixed pair 1 £ 7 # ;7 < p, where x is assumed to
be nonzero. Then the symmetry of ET(ﬁSI)@ gives B,»T(mSI) b,==x If we compare
the (7,7)th and (J, 2)th elements of both sides of equation (3) and use the symmetry of

BT(?’z.SZ) B, then we have

/13,'T(7252) Di=— Aiax=— Ax
Hence we have A = 2 7 Since the probability that A= ; is zero (Okamoto, 1973), we
have x=0. Thus the likelihood equations (2) and (3) reduce to

B'S,B=1, and B'S,B=7 (4)

which is just Lemma 1 with unknown parameters replaced by their respective maximurﬁ

likelihood estimators. Thus we see that the eigenvalues and eigenvectors of S!S, are the
maximum likelihood estimators of those of ZX7'Y,. Note that the maximum likelihood
estimators A and B are equivariant estimators under the group of affine transformations.

The procedure above does not depend on group labelling.

2.3 Explicit solutions

We will find explicit forms of the maximum likelihood estimators A and B. The spectral

decomposition theorem gives an expression S = S,+S;= ULU T where U is an orthogonal
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matrix of the eigenvectors of S, and L is a positive definite diagonal matrix of the
eigenvalues. Let ¥=L ~Y2U TSZUL -1z By the spectral decomposition theorem, we have
¥=VGV7, where V and G should be interpreted as usual. Since ¥ is positive defini’e,
the diagonal elements of G are all positive. Note that |&—6l,|=0 if and only if
IS:!S3— 61, 1=0. Hence ¥ and S;'S, have the same eigenvalues & so that ST 'S, has
A=06/(1—8) as its eigenvalues. Since S, and S, are positive definite, we have
t{S7'S,) > 0. Hence the largest eigenvalue A; of Si'S, is positive. Since 8= A/(1+A)
is a strictly increasing function of A, the largest eigenvalue &; of S IIS o satisfies
0 < 8 < 1. Since |S;+SJ=ILl > [S|=ILIG, it is clear that 0 < |G < 1. Thus the
diagonal elements of G are positive and less than 1, which implies that G and I,— G ave
positive definite diagonal matrices. Therefore B= UL ~*2W(I »— G) ~V2 is a nonsingular

matrix and A= G »— G) ~! is a positive definite diagonal matrix, and they solve the
likelihood equations (4).
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