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Abstract

This paper proposes a coding scheme of control channel for mobile packet communication to maximize the minimum
Hamming distance, which is based on shifting of basis vectors of Reed Muller code with optimized dynamic puncturing
and/or(partial) sequence repetition. Since the maximum likelihood decoding can be performed using the extremely
simple FHT(Fast Hadamard Transformation), it is suitable for real time optimum decoding of control channel
information with very little complexity. We show applications of the proposed coding method to TFCI(Transport
Format Combination Indicator) code in split and normal modes of 3GPP W-CDMA system. We also discuss how this
method can reduce rate indication error over AWGN(Additive White Gaussian Noise) as well as fading channels when
the proposed coding scheme is applied to IXEV-DV system of 3™ generation partnership project 2(3GPP2) to indicate
the data rate transmitted on the reverse traffic channel by a Mobile Station(MS).
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1. Background

The control channel carries the information related to
decoding of data part information such as MAC
(Medium Access Control) ID, types of channel coding,
code rate, number of logical channels per physical
channel, size of payload, length of transmission time
interval, etc..!"™ For the mobile packet communi-
cation, the period of control channel information
transmission is normally in the range of 2 msec~80
msec according to the packet size and transmission time
interval" 1",

The decoding of data part information is processed
after reliable decoding of control channel information
and thus the decoding error of control channel needs
packet retransmission. The simplicity and real time
decoding of control channel information help reducing
total processing delay. Considering these criteria, a
control channel coding scheme based on RM(Reed
Muller) code with optimized dynamic puncturing and/or
(partial) sequence repetition is discussed. Since the
maximum likelihood decoding of RM code can be
performed wusing the extremely simple FHT(Fast
Hadamard Transformation)[s]’[gl, it is suitable for real
time decoding of control channel information.
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We show that the proposed coding scheme can
minimize the loss of Hamming distance in TFCI
(Transport Format Combination Indicator) code in split
and normal modes of 3GPP(3rd Generation Partnership
Project) W-CDMA(Wideband Code Division Multiple
Access) system“o]Mm]. We also show how this pro-
posed scheme improve the performance of R-RICH
(Reverse Rate Indication Channel) which can be used
to indicate the data rate transmitted on the reverse
traffic channel by a Mobile Station (MS) of 1XxEV-DV
syst[%m of 3" generation partnership project 2 (3GP-
p2)",

Il . Shifting of Basis Vectors and Optimum
Puncturing Pattern

The 1* order RM code shows the maximum possible
minimum Hamming distance property and provides the
extremely fast maximum likelihood decoding using
FHT®MWHM 1f 3 code achieves maximum possible
minimum Hamming distance, we call the code satisfies
the minimum distance bound. In this section, shifting of
basis vectors of RM code to minimize the distance loss
due to puncturing is discussed.
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Fig. 1. Shifting of basis vectors of 1% order Reed Mu-
ller code.

2-1 Shifting of Basis Vectors of RM Code

The 1" order Reed Muller code, %(1, m) have
length 2", dimension m+ 1, and maximum possible
distance 2" '™ Thus the generator matrix of a ®
(1, m) is expressed as (1) and thus the information
bits <f length k=m+1, d=(dy dn dn_1 - d)), is

encod:d by (2) and becomes a codeword of length
2",

G=[1vy--vy]” (1)
1

c=dG= (dydyn d)| "
- @

Now consider the basis shifting of 1% order Reed
Mulle- code of Fig. 1. This basis shifting is just simple
row riatrix operation and thus does not change the
coding property. The equivalent generator matrix is
expressed as (3)

G=[g0 g gm—lgm]T: [V1 Vg " Vn l]T (3)
and the codeword becomes

g0
c=dG= (dyd,~ d)| &1
Em

Q)

2-2 Optimum Puncturing Pattern

Now assume R(1, m) with shifting of basis vectors
is used to transmit information bits in the range of k=
m+1-i, i=0,--,m. Then (4) can be equivalently
expressed as (5).

o

c=dG= (4, ...dmfl) (5)

m-1

Table 1. Optimum puncturing pattern and minimum
distance for the 1" order RM code of length
64 after basis shifting.

k Puncturing pattern n M.inimum Distance
distance bound
6 0 64 32 32
S 0,32 62 32 32
4 0,16,32,48 60| 32 2
3 10,8,16,24,32,40,48,5656 | 56 32 32
| moisissasem B 2| @
0,2,4,6,8,10,12,14,
Ul 3o sessa0anaaes | 2| 2 2
48,50,52,54,56,58,60,62

If we puncture coded bits of (5) at the locations of
puncturing pattern (6), then the code length after
puncturing becomes 2” — 2" ¥ and maintains the mini-
mum distance bound 2" '

L, 2= (6)

The puncturing pattern denotes the location of coded
bits to be punctured. For example, Table 1 shows the
optimum puncturing pattern for the 1% order RM code
of length 64 which does not reduce the minimum
Hamming distance. The first column of Table 1 is the
information bits and the third column denotes the code
length after puncturing using the optimum pattern of
the second column. The resultant minimum distance
satisfies the minimum distance bound 32!,

[. Applications

This section shows the applications of the proposed
shifting of basis vectors of RM code, optimum punc-
turing pattern, and/or (partial) sequence repetition to not
only TFCI code in split/normal modes of W-CDMA
system but also RRI coding of 1XEV-DV of cdma2000
system.

In W-CDMA system, transport channel is accom-
panied by TFI (Transport Format Indicator) at each
time event at which data is expected to arrive for the
specific transport channel from the higher layers™**H6!
The physical layer combines the TFI information from
different transport channels to the TFCI. The TFCI is
transmitted in the physical control channel to inform
the receiver which transport channels are active for the
current frame. The maximum possible size of control
information bits is informed by a higher layer signaling
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BHSIIf TFCI is not decoded correctly, the whole data
frame is lost since the TFCI indicates the transport
format of the data on the same frame'.

In 1XEV-DV of ¢dma2000 system, R-RICH is under
discussion and RRI (Reverse Rate Indicator) coding can
be used by a MS to indicate the data rate transmitted
on the reverse traffic channel™"] The data rate is
represented by up to 7 bits at the rate of one indicator
per 20 msec. If the RRI information is wrongly
decoded, the transmitted packet data from a MS during
20 msec will be wrongly decoded and BS will ask for
the retransmission of that packet again since it indicates
the data rate on the packet data.

3 -1 TFCI Coding in Split Mode

For the downlink high speed packet transmission, if
one of the DCH (Dedicated Channel) is associated with
a DSCH (Downlink Shared Channel), the TFCI code
word will be in split mode. In this mode, the infor-
mation bits are coded using the 1% order (16,5) RM
code after shifting basis vectors.

The maximum possible size of control information
bits is informed by a higher layer signaling®". And
thus we can assume the size of information bits is
varying in the range of 5-i, i=0,--,4. Therefore (4)
can be equivalently expressed as

2o

c=dG= (d() ...d4_,') ,i=0,,4

(7

gy-i

where basis vectors are:
go = [0101010101010101]
g = [0011001100110011]
g> = [0000111100001111]
gz = [0000000011111111]
g = [111I111111111111]

And then we should puncture one bit for 15 slots per
frame structure of W-CDMA system. Thus one coded
bit is transmitted in one slot time and becomes 15
coded bits per frame. When TFCI carries 4 bits using
R(1,4) with basis vector shifting, we can maintain the
distance bound 8 for (15, 4) binary linear code!"" using
optimum puncturing pattern of 0" position from (6).
Since puncturing pattern Oth position is included in all
the other optimum puncturing patterns for 1, 2, 3, 4 bits
of TFCI, puncturing 0" position bit results in no loss
of minimum Hamming distance for these cases.
Furthermore, if we puncture Oth position bit in the case
of 5 bits TFCI, the resultant code word of length 15
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Fig. 2. TFCI coding in W-CDMA system.

satisfies the minimum distance bound 7 for (15, 5)
code!"™L If the shifting of basis vector of R(1, 4) code
and optimum puncturing were not used, there would be
loss of minimum Hamming distance since without
shifting of basis vectors of RM code, any puncturing
pattern reduces the minimum distance.

TFCI coding in split mode is described in Fig. 2(a),
and the following shows basis vectors of (16, 5) TFCI
code in split mode:

o = [1010101010101010]

M; = [0110011001100110]
M, = [0001111000011110]}
M; = [0000000111111110]
M, = [1111111111111111]

We can easily see that the TFCI coding is the same
as R(1,4) after shifting of basis vectors except moving
the 0" position bit of basis vectors to the last position
since the last position shall be punctured in the physical
layer specification of W-CDMA system''®!. The encoded
15 bits are transmitted during one frame of 10 msec
after signal mapping 0 to 1 and 1 to —1.

The decoding of TFCI code in split mode can be
accomplished using Fig. 3(a). First we need "0" inser
tion to the punctured position of received TFCI signal
and multiplication by 63’4M4 to estimate 6:’4. We need to
relocate the last bit to the original 0™ position to
perform the extremely fast FHT operation of Fig. 4.
After the FHT, we can easily estimate do,d,,d,,d,
using the operation of Compare & Choose largest.
Thevector 6§4M4 of Fig. 3(a) can be two possible vectors
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Fig. &. Decoding of TFCI in W-CDMA system.

M, or 0. Thus the estimated d, is simply the value of
6§4 when the largest output of FHT is chosen.

3-2 TFCI Coding in Normal Mode

In normal mode, TFCI carries 1 to 10 information
bits and the information is encoded by using (32, 10)
sub-ccde of R(2, 5), the 2™ order RM code!"”. The 2™
order RM code is constructed by adding 4 basis vectors
to R(1.5) code whose 6 basis vectors are [8]

1= 111111111111 13111111111111111111]
vs = [00000000000000001111111111111111}
v = [00000000111111110000000011111111]
v3 == [00001111000011110000111100001111]
v, == [00110011001100110011001100110011]
v, = [01010101010101010101010101010101].

As explained in TFCI coding in split mode, to obtain
the gain in terms of minimum distance after puncturing,
we ccnsider the following vectors after basis shifting:

g0 = [01010101010101010101010101010101]
g = [00110011001100110011001100110011]
g, = [00001111000011110000111100001111]
g3 = [00000000111111110000000011111111]

g4 = [00000000000000001111111111111111]
gs = [11111111111111111111111111111111]

To transmit 2 coded bits every slot time, we should
puncture 2 coded bits for 15 slots per frame structure.
When R(1, 5) code after basis shifting carries 4 bits of
TFCI, from (6) we see the optimum puncturing patterns
are 2* - i, i=0,1, that is, 0™ and 16™ positions. We can
easily see that there is no loss in minimum distance and
maintains the minimum distance bound 16 for (30, 4)
binary linear code™. Since the optimum puncturing
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Fig. 4. Operation of 4 stages FHT.

pattern of (6) includes 0" and 16" positions in all cases
of 1, 2, 3, 4 bits of TFCI, puncturing 0" and 16"
positioned bits results in no loss of minimum Hamming
distance. Optimum puncturing pattern for 5 bits TFCI is
o position bit. If we puncture 0™ and 16" positioned
bits for 5 bits TFCI, we see the resultant code (30, 5)
still satisfies the minimum distance bound 15",
Furthermore, if we puncture 0™ and 16™ positioned bits
in the case of 6 bits TFCI, the resultant code word of
length 30 satisfies the minimum distance bound 14 for
(30, 6) code!". Thus it is optimum to puncture 0™ and
16" positioned bits to transmit 2 coded bits per slot
time and 30 coded bits per frame time. Similarly in
normal mode the two punctured bits are moved to the
last 2 positions. We can easily verify this from the
following first 6 basis vectors of TFCI code of Fig.
20", The coded 30 bits are transmitted within 10
msec frame time after signal mapping O to 1 and 1 to
— 1. Without using the shifting of basis vector of R(l,
5) code and optimum puncturing pattern, there would
be minimum Hamming distance loss since in this case
any puncturing pattern without basis shifting reduces
the minimum distance.

M, = {10101010101010110101010101010100]
M, = [01100110011001101100110011001100]
M, = [00011110000111100011110000111100]
M; = [00000001111111100000001111111100]
M., = [00000000000000011111111111111101}
Ms = [11111111111111111111111111111111]
M; = [01010000110001111100000111011101]
M; = [00000011100110111011011100011100]
M; = [00010101111100100110110010101100]
M, = [00111000011011101011110101000100]

The decoding of TFCI code in normal mode can be
accomplished using Fig. 3(b). First we need "0" in-
sertion to the punctured positions of received TFCI
signal and multiplication by

i
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dsM, +d M, +d,M, +dgM, +dyM, (8)

to estimate 35,36,637,&8,5’9. We need to relocate the last
two bits to the original 0" and 16™ positions to perform
the extremely fast FHT operation of 5 stages. After the
FHT, we can easily estimate &0,&1,32,33,&4 using the
operation of Compare & Choose largest. The remaining
estimated values are just the values of ds, dg,d;,dg,dy of
(8) when the largest output of FHT is chosen. Thus in
this case the complexity of the decoding is app-
roximately 2°=32 times more than simple FHT of 5
stages.

3-3 RRI Coding

Fig. 5 shows the proposed R-RICH structure and
RRI coding method to indicate the data rate transmitted
on the reverse traffic channel by a mobile station. RRI
carries up to 7 bits during 20 msec frame time. The k
=1~7 rate indication bits are encoded using 1% order
RM code of length 64 with shifting of basis vector and
then punctured according to the optimum pattern of
Table 1. The resultant sequence is repeated 6 times and
then partial sequence repetition is applied to be 384
coded bits. Using the shifting of basis vector of R(l,
6) code and optimum puncturing pattern of Table 1, we
could avoid minimum Hamming distance loss. Fur-
thermore, using the partial sequence repetition, we
could increase the minimum Hamming distance. There
is no symbol puncturing and no symbol repetition in
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Fig. 5. Structure of R-RICH and RRI coding.

54

Table 2. Number of last symbols for partial sequence

repetition.

RRI Coding (384,k), Number of last symbols for
k=1~6 partial sequence repetition
(384,7) none
(384,6) 6
(384,5) 12
(384,4) 24
(384,3) 48
(384,2) 96
(384,1) 192

Table 3. Minimum Hamming distance of RRI code.

Minimum Minimum Minimum
(384,k), distance distarlwe bound distance bound
k=1~7 (Proposed for (64,k) * 6
. for (64.k) code | . "
coding) fimes repetition
(384,7) 192 32 192
(384,6) 192 32 192
(384,5) 196 32 192
(384,4) 204 33 198
(384,3) 219 36 216
(384,2) 256 42 252
(384,1) 384 64 384

the case of k=7. There are last 6, 12, 24, 48, 96, and
192 symbols of partial sequence repetition for k=6, 5,
4, 3, 2, 1, respectively. This repetition pattern is
summarized in Table 2. The minimum Hamming dis-
tance of the proposed RRI coding is shown in the
second column of Table 3. The third column shows the
minimum distance bound of binary linear codes of (64,
k), k=1~7, and the last column denotes the minimum
distance after 6 times repetition of the code. From
Table 3, we see that the proposed coding scheme shows
better minimum distance property than that of the
repetition of binary linear codes (64, k), k=1~7, with
minimum distance bound. Furthermore the proposed
coding scheme can be easily constructed using
straightforward manner using at most 3 steps, 1)
shifting of basis vectors of RM code, 2) puncturing, 3)
and/or (partial) sequence repetition.

Fig. 6 shows the simple decoder using FHT. First we
combine bit energy from and/or (partial) sequence

repetition. And then we need "0" insertion to the
punctured positions and multiplication by degs 10
estimate ds. After FHT of 6 stages, we can easily

estimate  do,d;.d,,d5,d,,ds using the operation of
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Table 4. Minimum Hamming distance comparison
between proposed code and RM code.

RM code with
(3841, k=1~7| d};:;pzﬁme S eS| Difference
repetition
(384,7) 192 192
(384,6) 192 192
(384,5) 196 192
(384,4) 204 192 12
(384,3) 219 192 27
(384,2) 256 192 64
(384,1) 384 384 0

Comgare & Choose largest. The estimated dg is simply

the value of ds when the largest output of FHT is
chosen.
For the fair performance evaluation, the proposed

codinz scheme using 3 steps, that is, 1) shifting of
basis vectors of R(1, 6) code, 2) ideal puncturing pat-
tern, 3) 6 times sequence repetition and partial sequence
repetizion, are compared to code with 6 times sequence
repetiion. Table 4 shows the difference on minimum
Hamming distance between two schemes. In the case of
k=1, the code words generated using two coding
schemres becomes all "0" or "1" of length 384 when
k=0 or k=1, respectively. In the case of k=2~6, we
can see the gains in terms of minimum Hamming
distance because of no loss of minimum Hamming
distance due to the shifting of basis vectors followed by
ideal puncturing, 6 times sequence repetition, and
partia sequence repetition. We see that there are
minirum distance gains of 64, 27, 12, 4 when k=2~5.
In the case of k=6, although there is no gain in terms
of mirimum distance, there is gain in terms of weight
distritution of code words due to the partial sequence
repetition of 6 symbols. In the case of k=7, since there
is no puncturing, only 6 times sequence repetition is
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Fig. 7. RRI error rate over AWGN channel.
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Fig. 8. RRI error rate over fading channel at 120 km/h.

used. Thus for k=7, two sets of code words generated
using two methods are identical and thus the distance
becomes 192. Therefore, it is reasonable to show the
performance results of two coding schemes in the range
of k=2~6.

Fig. 7 shows the simulation results of $R(1, 6) code
with 6 times sequence repetition and proposed code
over AWGN channel at E;/N; =—-18 dB and -16 dB
for k=2~6 bits, where E;/N; denotes the ratio in dB
of the received energy per symbol to the effective noise
power spectral density. Fig. 8 denotes the simulation
results over fading channels using the following
environments at Es/N(=-12 dB and -8 dB for k=
2~6 bits.

— Carrier frequency: 2 GHz

— Vehicle speed: 120 km/h

— Jakes' Doppler spectrum

— Perfect channel estimation

— No power control

Fig. 7 and 8 show that we can optimize the per-
formance of RRI code over AWGN as well as fading
channels by using the proposed coding method without
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Table 5. Performance improvement factor over AWGN
and fading channels.

| Fading channel at
| AWGN channel 120 km/h
Es/Nt=—18 | Es/Nt=-16 | Es/Nt=-12 | Es/Nt=-8
dB dB dB dB
2 2.19 3.7 1.95 324
3 1.48 1.5 1.19 1.3
4 1.22 1.27 1.11 1.23
5 1.11 1.24 1.14 1.25
6 1.03 1.1 1.07 1.21

increasing complexity. The simulation results are sum-
marized in Table 5, which illustrates the benefit of
proposed code using the improvement factor. For
example, the improvement factor 2 means that RRI
error rate is reduced by half. As the number of infor-
mation bits decreases, the improvement factor increases
dramatically. Especially, in the case of k=2, we can
reduce the error rate approximately 2~3.5 times less
than the RM code over AWGN and fading channels.

IV. Conclusion

This paper has proposed optimum puncturing pattern
and shifting of basis vectors of 1* order RM code to
achieve the minimum distance bound. Based on this
idea, we could construct a very simple coding scheme
suitable for channel coding of control channels for
mobile packet communication. This coding scheme is
composed of at most 3 steps: 1) shifting of basis
vectors of RM code, 2) puncturing, 3) and/or (partial)
sequence repetition. For applications in mobile packet
communication, the principles of encoding/decoding of
TFCI code in split mode and normal modes of
W-CDMA system using the first 2 steps are explained
in detail. We have also shown that when the proposed
coding scheme is applied to IXEV-DV system to
indicate the data rate on the reverse traffic channel by
a Mobile Station, it gives approximately up to 2~3.5
times better performance than RM code without
increasing hardware complexity over AWGN and
fading channels.

This work was supported by Korea Research
Foundation Grant. (KRF-2002-002-D00134)
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