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ABSTRACT In this paper, we present a probabilistic 
approach to determining whether extracted facial features from 
a video sequence are appropriate for creating a 3D face model. 
In our approach, the distance between two feature points 
selected from the MPEG-4 facial object is defined as a random 
variable for each node of a probability network. To avoid 
generating an unnatural or non-realistic 3D face model, 
automatically extracted 2D facial features from a video 
sequence are fed into the proposed probabilistic network before 
a corresponding 3D face model is built. Simulation results 
show that the proposed probabilistic network can be used as a 
quality control agent to verify the correctness of extracted 
facial features. 

I. INTRODUCTION 

For various multimedia applications, such as video 
conferencing, e-commerce, and virtual anchors, talking heads 
are becoming more and more important to enriching the 
human-computer interface. To provide talking head solutions 
for these multimedia applications, which do not require high 
quality animation, researchers have investigated fast and easy 
ways to build a 3D face model to generate many different face 
models in a short time period. However, user intervention is 
still required to provide several corresponding points in two 
frames from a video sequence or feature points in a single 
frontal image [1]-[3]. 

To build a 3D or virtual face without any user intervention, it 
is highly desirable to have a robust decision algorithm check 
the correctness of extracted facial features before the 3D face 
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model is built; this avoids the creation of unnatural or 
unrealistic 3D faces. This paper introduces a probabilistic 
approach for a robust decision algorithm for human frontal 
faces. In the proposed approach, we maximally use facial 
feature evidence to check the correctness of extracted facial 
features in a systematic way and build a 3D face model from a 
video sequence without any user intervention. 

II. PROBABILITY NETWORKS FOR FACIAL 
FEATURE EXTRACTION 

The proposed probabilistic network is a simple case of 
directed graphical models, also called Bayesian Networks [4], 
which can be used to describe the conditional independence 
relationship between variables, where deterministic 
relationships between nodes can be modeled using an arc. 
Probabilistic approaches can be applied to solving emerging AI 
problems, e.g., iris recognition and video summarization [5], 
[6], in a systematic fashion and have been successfully used to 
locate human faces from a scene and to track deformations of 
local features [7], [8]. Cipolla et al. [8] proposed a probabilistic 
framework to combine different facial features and face groups 
and achieved a high confidence rate for face detection from a 
complicated scene. Huang et al. [7] used a probabilistic 
network for local feature tracking by modeling locations and 
velocities of selected feature points. For our automated system, 
we adopt a probabilistic framework, which is similar to the 
work done by [8], to maximally use facial feature evidence for 
determining the correctness of extracted facial features before a 
3D face model is built. Our approach is different from [8] in 
that we chose the distance between two feature points as a 
random variable for each node to model a human frontal face. 
In a study of face anthropometry [9], data were collected by 
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measuring distances and angles among selected key points, e.g., 
corners of eyes, mouth, and ears, from a face to describe the 
variability of the face. We characterize a frontal face by 
measuring the distances and covariance between key points 
chosen from that study. We propose the Facial Feature Net, 
Face Shape Net, and Topology Net to verify the correctness of 
extracted facial features; this also enables the algorithm to 
extract facial features more accurately. 

1. Network Hierarchy 

Figure 1 shows the network hierarchy used in our approach: 
a Facial Feature Net with subnets Mouth Net and Eye Net, a 
Face Shape Net, and a Topology Net. In the network each node 
represents a random variable and each arrow denotes a 
conditional dependency between two nodes. 
 

 

Fig. 1. The network hierarchy used in our approach. 
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2. Modeling Probability Networks 

All nodes in the proposed probability network are classified 
into four groups: Mouth = [D(8.1, 2.2), D(8.4, 8.3), D(2.3, 8.2)], 
Eyes = [D(3.12, 3.7), D(3.12, 3.8), D(3.8, 3.11), D(3.13, 3.9)], 
Topology = [D(2.1,9.15), D(2.1,3.8), D(9.15,2.2)], and Face 
Shape = [D(2.2,2.1), D(10.7,10.8)], where D(P1,P2) is a 
distance between facial definition parameters (FDPs) P1 and 
P2 defined in MPEG-4 standard [10]. In our network the 
distance between two feature points selected from the MPEG-4 
facial object is defined as a random variable for each node. We 
model the distribution of random variables of two nodes. 

For instance, we model D(3.5, 3.6), the distance between the 
centers of the left and right eyes, and D(2.1, 9.15), the distance 
of the two selected points FDP 2.1 and FDP 9.15, (Fig. 2(b)), as 
a 2D Gaussian distribution, estimating means, standard 
deviations, and correlation coefficients. Figure 2(e) shows 
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Fig. 2. The detail of each probability node. The distance 
3.5-3.6 means the distance between FDP 3.5 and FDP
3.6 shown in (e): (a) Mouth Net, (b) Topology Net, (c)
Eye Net, (d) Face Shape Net, and (e) graphical 
illustration of nodes in (a) and (b).  

 
graphical illustrations of the relationship between two nodes in 
the proposed probability network. For example, the length of 
the red line in Fig. 2(e), which is the distance between FDP 3.5 
and FDP 3.6, and the length of the blue line, e.g., between FDP 
8.4 and FDP 8.3 (width of mouth), are modeled as a 2D 
Gaussian distribution (1), where D1, 1Dµ , and 

1Dσ denote the 
distance between two selected FDPs, the means, and standard 
deviation of D1, respectively, and ρ denotes the correlation 
coefficients between two nodes D1 and D2. To model the 2D 
Gaussian distributions of D(3.5, 3.6) and the distances of 
selected paired points, a database from [11] is used in our 
simulations. The reason we model probability distributions 
based on FDP 3.5 and FDP 3.6 is that according to our 
implementation, the left and right eye centers are the features 
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that can be detected most reliably and accurately from a video 
sequence. 

3. Calculating Probability 

The chain rule and conditional independence relationship are 
applied to calculate the joint probability of each network. For 
instance, the probability of the Face Shape Net is defined as a 
joint probability of all three nodes, D(3.5, 3.6), D(2.2, 2.1), and 
D(10.7, 10.8): 

P(Face Shape Net) = P( D(3.5,3.6),D(2.2,2.1), D(10.7,10.8) )                   
         = P( D(3.5,3.6) )×P( D(2.2,2.1) | D(3.5,3.6) ) 
          ×P( D(10.7,10.8 ) | D(2.2,2.1), D(3.5,3.6) ) 
         = P( D(3.5,3.6) )×P( D(2.2,2.1) | D(3.5,3.6) ) 
          ×P( D(10.7,10.8) | D(3.5,3.6) ).          (2) 

In the same manner, probabilities of other nodes can be 
defined as follows. 

P(Eye Net) = P( D(3.5,3.6) )×P( D(3.12,3.7) | D(3.5,3.6) ) 
       ×P( D(3.12,3.8) | D(3.5,3.6) )×P( D(3.8,3.11) |D(3.5,3.6) ) 

×P( D(3.11,3.9) | D(3.5,3.6) ).             (3) 

P(Mouth Net) = P( D(3.5,3.6) )×P( D(8.4,8.3) | D(3.5,3.6) ) 
×P( D(8.1,2.2) | D(3.5,3.6) )×P( D(8.2,2.3) | D(3.5,3.6) ). 

   (4) 

P(Facial Feature Net) = P(Eye Net)×P(Mouth Net).       (5) 

P(Topology Net) = P( D(3.5,3.6) )×P( D(2.1,9.15) | D(3.5,3.6) ) 
       ×P( D(2.1,3.8) | D(3.5,3.6) )×P( D(9.15,2.2) |D(3.5,3.6) ). 

  (6) 
P(Facial Feature, Face Shape, Topology) 

= P(Facial Feature Net)×P(Face Shape Net)×P(Topology Net). 
  (7) 

In our implementation, P(Face Shape Net) is used to verify a 
face shape extracted from our face shape extractor, and 
P(Mouth Net) is used to check extracted mouth features. 
P(Topology Net) is used to determine if facial components, i.e., 
eyes, nose, and mouth, are located correctly along the vertical 
axis. P(Facial Features, Face Shape, Topology) of (7) is used as 
a decision criterion for the correctness of extracted facial 
features for building a 3D face model. 

III. EXPREMENTAL RESULTS 

We used 50 frontal face images of the PICS database from 
the University of Stirling (http://pics.psych.stir.ac.uk/) and the 
Expectation Maximization algorithm to model the proposed 
probabilistic network. We tested the proposed probability 
network as a quality control agent in our automatic system that 
creates a 3D face model from a video sequence without any 

 

(a) (b) 

A

B

(c) (d) 

Fig. 3. The probabilistic network as a quality control agent: 
(a),(b) examples of rejected facial features; (c),(d) 
examples of increased extraction accuracy (contour A
is an old face shape and contour B is one newly 
extracted by adjusting threshold values).  

 
accuracy for facial feature extraction [12]. For our experiments, 
users were required to provide a frontal view with a rotation 
angle of less than ±5 degrees. We recorded 20 video 
sequences, making a total of approximately 2000 frames. The 
face shape extractor achieved a detection rate of 64% for 1180 
selected frames from the testing video sequences. 

Figures 3(a) and (b) show examples of facial features 
rejected from the probabilistic network to prevent the creation 
of unrealistic faces. Tfs, the threshold value for face shape 
extraction, was adjusted automatically to improve accuracy 
based on the results of the probabilistic network ([12] contains 
the details of this procedure). If only P(Face Shape Net) was 
low, Tfs was increased to find a more clear boundary of the face. 
Figures 3(c) and (d) show examples of feature extraction 
improved by adjusting threshold values. According to the 
simulation results, the proposed probabilistic network was 
successfully combined with our automatic system to create a 
3D face model, classifying 82.8% of the extracted facial 
features correctly. Slight errors in extracted eyes and mouth 
locations caused the errors in our experiments. Figure 4 shows 
examples of successfully created 3D face models. By using the 
probabilistic network approach, the chance of creating 
unrealistic faces due to wrong facial features was reduced 
significantly. For detailed experimental results, a demonstration 
of the talking head system is available at [13]. 
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 Fig. 4. Example of successfully created 3D face models.  

IV. CONCLUSIONS 

We have presented a probabilistic network to maximally use 
facial feature evidence in determining if extracted facial 
features are suitable for creating 3D face models. The distance 
of the two selected points from FDPs was chosen as a random 
variable for each node in our probabilistic network. We 
proposed the Facial Feature Net, Face Shape Net, and 
Topology Net to successfully verify the correctness of the 
extracted facial features, which also enable the algorithm to 
extract facial features more accurately. The proposed 
probabilistic network can be used as a quality control agent to 
verify the correctness of extracted facial features for various 
face detection and extraction systems. 
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