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This paper introduces an efficient iterative decoding 
method for high-dimensional block turbo codes. To 
improve the decoding performance, we modified the soft 
decision Viterbi decoding algorithm, which is a trellis-based 
method. The iteration number can be significantly reduced 
in the soft output decoding process by applying multiple 
usage of extrinsic reliability information from all available 
axes and appropriately normalizing them. Our simulation 
results reveal that the proposed decoding process needs only 
about 30% of the iterations required to obtain the same 
performance with the conventional method at a bit error 
rate range of 10-5 to 10-6. 
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I. INTRODUCTION 

Iterative decoding of parallel concatenated convolutional 
codes, also known as turbo codes [1], provides a huge coding 
gain with a performance close to the Shannon limit. This 
powerful iterative decoding technique using soft-output 
information has also been applied to block codes, referred to as 
block turbo codes. Pyndiah et al. first introduced block turbo 
codes [2] using product codes [3]. Because of several 
advantages of block turbo codes, including flexibility of 
modification, commercial block turbo code chips are now 
available and can be applied to many areas, including satellite 
communications [4]-[7]. Our previous investigation proposed a 
block turbo code scheme to be used as an adaptive coding 
scheme to counteract rain attenuation in a satellite 
communication link [8]. 

Most of the soft output decoding algorithms for block turbo 
codes are based on algebraic decoding methods, which 
inherently do not have soft decision decoding capability and 
usually have to be resorted by the decoder several times to 
estimate soft outputs. For example, Pyndiah used the Chase 
algorithm [9] to compute soft outputs. Efficient Channel 
Coding, Inc [4] and Advanced Hardware Architecture [5] 
used their patent-pending algebraic-based decoding algorithm 
[10]. 

All linear block codes can be represented as trellis structures 
[11], and thus iterative decoding using the soft output Viterbi 
algorithm (SOVA) [12] or the maximum a posteriori (MAP) 
algorithm [13] is possible for block codes. Because the MAP 
algorithm is prohibitively complex, we used the SOVA in this 
paper. We previously investigated trellis decoding for block 
turbo codes to take advantage of the inherent soft-in soft-out 
decoding capability of a trellis decoder [14]. We used the less 
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complex SOVA to estimate soft output and incorporated 
several performance improvement techniques [15], [16] into it 
to overcome its inferiority to the MAP algorithm. 

In this paper, we consider high dimensional block turbo 
codes using a trellis-based iterative decoding method. High 
dimensional turbo codes can be implemented using m-
dimensional (m>2, m is an integer) product codes. At the 
expense of bandwidth, they can provide a more powerful 
coding gain than typical two-dimensional product codes. Their 
applicability will be discussed in more detail in section II. We 
propose a highly efficient SOVA-based iterative decoding 
method for high dimensional product codes. In our algorithm, 
in addition to the enhanced error correction capability that is 
due to the added dimension, the decoding speed is accelerated 
when we simultaneously apply soft outputs from all available 
axes and use a suitable normalization method. 

This kind of “multiple usage of extrinsic information” was 
investigated by Ramamurthy and Ryan [17]. They applied 
another differential encoder to a serial concatenation of a 
convolutional code with a differential encoder, which Hoeher 
and Lodge called turbo differential phase shift keying (DPSK) 
[18]; the result was a serial concatenation of a convolutional 
code with two differential encoders. In their scheme, called the 
double turbo DPSK, only the second decoder (in the middle) 
used the extrinsic information produced by the other two 
decoders, while in our scheme, every decoder uses the extrinsic 
information produced by the other available decoders. 

In section II, we will briefly introduce the basic concept of 
m-dimensional block turbo codes. Section III presents the 
proposed iterative decoding algorithm, and section IV 
demonstrates the simulation results for an Additive White 
Gaussian Noise (AWGN) channel. Section V presents our 
conclusions. 

II. HIGH DIMENSIONAL BLOCK TURBO 
CODES 

1. Code Construction 

The original concept of turbo codes comes from the iterative 
decoding for two parallel concatenated convolutional codes 
with an interleaver between them [1]. However, in a block 
turbo code, serial concatenation with a block interleaver is 
usually used. Although parallel concatenation is also possible 
for block turbo codes, serial concatenation is usually preferred, 
leading to the so-called product codes. Figure 1 shows the 
procedure for constructing classical 2-dimensional product 
codes using an (n1,k1) block code and an (n2,k2) block code. 
In the product code of Fig. 1, the check digits on check digits 
are the same whether the checks on rows or on columns are 

computed first. Figure 2 shows the configuration of a 3-
dimensional product code (also from Efficient Channel Coding, 
Inc.); m-dimensional product codes are theoretically possible 
for m larger than 2. 

Block codes modified so as to increase their minimum 
distance are often used as component codes; this results in a 
large increase in the minimum distance of the product code at 
the expense of a small decrease in its rate, hence of a small 
increase in the needed bandwidth [2].  Such modified codes 
include expurgated and extended codes [19]. 
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Fig. 1. Procedure for constructing 2-dimensional product codes.  
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Fig. 2. Configuration of 3-dimensional product codes.  

2. Applicability 

Increasing the dimension of the product codes, which is an 
extension of making 2-dimensional product codes from linear 
block codes, results in an increase in the minimum distance of 
the product code. We can improve the decoding performance 
but at the expense of the code rate and the data frame length. 
Figure 3 demonstrates this: it shows the performances of the bit 
error rate (BER) of various codes whose component code is the 
(16,11) extended BCH code. We used soft decision Viterbi 
decoding for the 1-dimensional code and iterative decoding 
using the modified SOVA [14] for the 2-dimensional code and 
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the 3-dimensional code. The performances shown in Fig. 3 are 
the BERs of the iterative decoding at the saturation points: at 6 
iterations for the 2-dimensional code and at 30 iterations for the 
3-dimensional code. 
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Fig. 3. BER performances of various codes whose component

code is the (16,11) extended BCH code. 
 

 
Sometimes, with a fixed code rate and data frame length, 

only a multi-dimensional scheme can satisfy the constraint 
since we have a larger degree of freedom in choosing the 
component codes in each axis. 

High dimensional schemes often produce better 
performances than low dimensional schemes with a similar 
code rate or data frame length. Figure 4 demonstrates this: it 
shows the performance of the BER of a 3-dimensional code 
with a (16,11) extended BCH code compared to the 
performance of two 2-dimensional codes with a similar code 
rate and with the same data frame length. The 2-dimensional 
code with a (64,57) extended BCH code used the same data 
frame length as the 3-dimensional code, that is, 4096. The 2-
dimensional code with a (31,20) expurgated BCH code used a 
code rate similar to the 3-dimensional code: a code rate of 
about 0.42 for the 2-dimensional code and a code rate of about 
0.32 for the 3-dimensional code. 

The same iterative decoding algorithm was used as for the 
case in Fig. 3, and the performances shown in Fig. 4 are the 
BERs of the iterative decoding at the saturation points: at 10 
iterations for the 2-dimensional code and at 30 iterations for the 
3-dimensional code. We note that the 3-dimensional code 
needs many more iterations to get a saturated performance. 
This is because the component code of a 3-dimensional code is 
simpler and a good performance results from the added 
dimension. 

We need to use much more complex component codes for a 
2-dimensional code in order to produce both the same code rate 
and the same frame length as those of a 3-dimensional code. In 
this example, the 2-dimensional scheme with component codes 
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Fig. 4. BER performances of 2 and 3-dimensional block turbo 
codes (R: code rate, L: data frame length).  

 
of the (64, 39) code and the (64, 33) code would approximately 
satisfy this, but of course the decoding of the components 
would be much more complex. Application of the SOVA to 
these codes is almost impossible because of the complexity of 
the decoder, unless a very efficient complexity reduction 
algorithm is used. 

If we assume that a high dimensional block turbo code can 
produce a performance similar to that of a 2-dimensional code 
with a given code rate or data frame length, we can employ a 
less complex component code in the high dimensional block 
turbo code at the expense of the number of iterations. This can 
be an important advantage for high dimensional schemes 
because in block turbo codes parallel decoding of codeword 
sequences is possible in each axis. Therefore, the overall 
decoding speed of the high dimensional code can be faster than 
that of the 2-dimensional code. 

3. Decoding Procedure 

We decoded product codes iteratively on each axis using 
soft output information from the decoding on the other axes. 
For the 2-dimensional block turbo codes, we performed the 
decoding of the x axis codewords with the extrinsic 
information estimated from the soft output information on the 
y axis, and vice versa. 

For the 3-dimensional block turbo codes, let us assume that 
decoding is performed in the order of z axis, y axis, and then x axis. 
The conventional decoding method consists of using the soft-
output information from the last decoded axis for decoding the 
next one, i.e., using the soft-output information from the x axis for 
decoding on the z axis, that from the z axis for decoding on the   
y axis, etc. 

For decoding a high-dimensional product code on an axis, 
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we can use at the same time the soft output information 
available from all the other axes, instead of only that of the 
previously decoded axis. For instance, in the 3-dimensional 
case, decoding on the z axis can be performed using the soft 
information from both the x axis and the y axis instead of only 
that from the x axis. Doing so, we improve the performance of 
each iteration step, hence diminishing the total number of 
needed steps.  We refer to this decoding method as multi-
incorporation of soft output (MISO). In the next section, we 
will describe the detailed iterative decoding procedure for 
MISO with the SOVA. 

III. MISO WITH THE SOVA 

1. Decoding Algorithm 

An iterative decoding procedure using the SOVA for block 
turbo codes is described in detail in [14]. Soft output from the 
SOVA decoder was normalized using the normalization factor 
introduced in [15], and a modified up-dating rule [16] was used 
to compensate for the SOVA’s inferior performance compared 
to a MAP decoder. The iterative decoding performance of the 
SOVA decoder is usually very sensitive to the normalization 
procedure. Hence in this paper, we propose an appropriate 
normalization method for MISO, which will be explained in 
the next subsection. 

Figure 5 shows the inputs and outputs of the SOVA 
component decoder used in block turbo codes. The SOVA 
component decoder processes the inputs of the intrinsic 
information )(uL from the channel and the extrinsic 
information )(uLe for the information sequence u. )(uL and 

)(uLe are log-likelihood ratios as defined in [15]. The decoder 
estimates the hard decision information sequence u′ and its 
reliability (or soft output) )(uL ′ [12]. )(uLe is estimated from 

)(uL ′ as normally done in an iterative decoder as follows 

),()()()( uLuLeuLuLe −′−′=            (1) 

where )(uLe ′ is the extrinsic information used for decoding u′ . 
 

 

Fig. 5. SOVA component decoder used in block turbo codes. 
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Using the SOVA decoder of Fig. 5, we will review the 
iterative decoding procedures using MISO with the SOVA for 
m-dimensional block turbo codes (Fig. 6). First the decoder 

initializes extrinsic information for the m-axes. We note that the 
decoder has m buffers of nm elements each, because there are 
nm bits in an m-dimensional code and each axis needs its own 
buffer for extrinsic information. This will be explained in more 
detail later. The decoder then estimates the extrinsic 
information which will be used for decoding on the i axis by 
collecting all the available extrinsic information estimated on 
other axes, as follows. 

,)()(
,1
∑

≠=

′′=
m

ijj
ji ueLuLe                (2) 

where ui is the information sequence on the i axis, iu′  is the 
decoded information sequence on the i axis, )( iuLe is the 
extrinsic information which will be used for decoding on the i 
axis, and )( iueL ′′ is the extrinsic information estimated from 
decoding on the i axis to be used for decoding on the other axes 
as a part of the total extrinsic information. 
 

 

Fig. 6. Flow chart for the decoding procedure of MISO with 
        the SOVA. 
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The decoder next performs the SOVA on the i axis using the 
extrinsic information )( iuLe  and produces soft outputs 
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)( iuL ′ as a result of the decoding. )( iueL ′′ is then estimated as 
follows. 

),()()()( uLuLeuLueL iii −−′=′′           (3) 

where L(u) is the channel reliability of the systematic symbols. 
If we assume a 3-dimensional block turbo code, the extrinsic 

information and the soft outputs on the x, y, and z axes in (2) 
and (3) can be written as follows. 
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Figure 7 shows the relationship between the soft outputs and 
the extrinsic information in the conventional and MISO 
schemes for 3-dimensional block turbo codes. In the 
conventional scheme, the extrinsic information is updated in 
turn without any distinction of individual axes, while in the 
MISO scheme, each axis produces its own soft output and 
estimates its own extrinsic information. 

In order to do it in this way, the decoder needs to store 
extrinsic information for each axis (Fig. 7). Therefore, it does 
require more memory than the conventional decoder, but the 
complexity increment is negligible except that all the available 
extrinsic information has to be added before the decoding on 
each axis is performed. However, as far as the normalization 
procedure is concerned, the decoder needs to make an effort m 
times that of the conventional decoder in order to get an 
enhanced performance. In other words, m normalization 
procedures are required after decoding on an axis (Fig. 6). We 
will discuss the normalization problem in more detail in the 
next subsection. 

After decoding on the i axis, the decoder then tests if a 
stopping criterion is satisfied. In this paper, we used a simple 
hard-decision-aided stopping criterion [20]. If it is satisfied, the 
decoder produces hard-decision decoded output and stops the 
iterative routine. If the stopping criterion is not satisfied, the 
decoder normalizes the extrinsic information for all existing 
axes. The above procedures are repeated for the next axis. 

2. Normalization of the Soft Output 

The normalization technique is one of the most important 
factors in determining the decoding performance of the SOVA 
for block turbo codes. The normalization factor c is defined by 
[15], 

x

y

z

soft output : L(u')

extrinsic
information : Le(u)

(a) conventional

L(u')

Le(u)

L(u')

Le(u)

x

y

z

(b) MISO

Le(uz) = Le'(u'x)+ Le'(u'y)

L(u'y)

L(u'z)
Le'(u'z)

Le(ux)  =  Le'(u'z)  + Le'(u'y)

L(u'x)Le'(u'x)

Le(uy) =  Le'(u'x)  + Le'(u'z)

Le'(u'y)

 

Fig. 7. Relationship between the soft outputs and the extrinsic
    information for the 3-dimensional block turbo codes.  
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where mv and σv are the mean and standard deviations of the 
magnitudes of the reliability values, respectively. 

Let us first consider the normalization procedure for the 
conventional SOVA-based block turbo codes in Fig. 8(a). The 
decoder simply normalizes the extrinsic information Le(u) at 
each axis since there is only one extrinsic information set. In the 
MISO scheme, the decoder has to deal with m extrinsic 
information sets at each axis. The most general way is 
normalizing the extrinsic information for the corresponding axis, 
that is, normalizing )( iueL ′′ after SOVA decoding on the i axis. 
We refer to this normalization method as Norm I. However, 
Norm I for MISO will result in a too optimistic estimation of the 
reliability values. This is because, compared to the conventional 
method, the reliability is divided into m parts in MISO and thus 
the normalization effect will be much less than that in the 
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conventional method. 
To compensate for this loss, we tried Norm II, where the 

decoder normalizes )( iueL ′′ m times after SOVA decoding on 
the i axis. However, Norm II for MISO resulted in a 
performance much inferior to that of the conventional method 
as we will see in the simulation results in section IV. 
Normalization of all available extrinsic information, after 
SOVA decoding on the i axis, resulted in the best performance. 
We refer to this normalization scheme as Norm III. In other 
words, the Norm III scheme normalizes ),( jueL ′′ for 0<j≤m. 
Figure 8 shows the flowcharts of the above explained 
normalization schemes for MISO. We note that Norm II 
normalizes the same extrinsic information m-times, while the 
Norm III scheme normalizes m-different extrinsic information. 
 

 

Fig. 8. Flow charts of the normalization schemes for MISO. 
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In addition, in order to make the performance rapidly 

converge, the maximum normalization factor was limited. 
Having investigated the variation of c with the iterations, we 
discovered that it converged to a value in the range of 0.2 to 0.5 
(Fig. 9). Figure 9 shows the variation of c for the 2-dimensional 

block turbo code using the (31,26) BCH codes, and very 
similar curves were produced for the other codes. By limiting 
the maximum value of c, we were able to achieve an enhanced 
performance especially at an early stage of the iterations. 
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Fig. 9. Variation of c with iterations for the 2-dimensional block
turbo codes with the (31,26) BCH code.  

IV. SIMULATION RESULTS 

Our simulations, performed on an AWGN channel, used a 3-
dimensional block turbo code with a (16,11) extended BCH 
code. Figure 10 shows the performance of the block turbo code 
using the conventional decoding algorithm with the SOVA. 
The figure shows that the decoding performance can be 
enhanced by limiting the maximum value of the normalization 
factor c as discussed in the previous section. The results 
demonstrate that we can enhance the performance especially at 
an earlier stage of the iterations. This could also be investigated 
in the simulation results for 2-dimensional block turbo codes. 
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Fig. 10. BER performance of the 3-dimensional block turbo 
      code using the (16,11) extended BCH code and the 

conventional SOVA.  



ETRI Journal, Volume 25, Number 1, February 2003  Sooyoung Kim et al.   7 

Figure 11 shows the BER performance of the same block 
turbo code with the various normalization schemes discussed 
in section III. 2. Although MISO with a general normalization 
scheme (Norm I) produces enhanced performance compared 
to the conventional SOVA decoder, the amount of the 
enhancement is very small. Norm II deteriorates the decoding 
performance rather than enhancing it. By applying Norm III, 
MISO with SOVA achieves comparable performance 
enhancement, which can be clearly seen in Fig. 12. These 
results demonstrate that to improve iterative decoding 
performance in high dimensional block turbo codes, it is 
essential to not only incorporate multiple extrinsic information 
but also to adopt an appropriate normalization scheme. 
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 Fig. 11. BER performance of the 3-dimensional block turbo 
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Fig. 12. BER performance comparison of the 3-dimensional 
      block turbo code using the conventional SOVA and 

MISO with SOVA.  
 

Figure 12 compares the performance of the conventional 
scheme and that of MISO with SOVA, where the decoder not 

only limits the maximum value of c but also uses Norm III. In 
contrast to the case of only limiting the maximum value of c  
(Fig. 10), the BER performance is more greatly enhanced in a 
later stage of iterations, resulting in about a 0.2 dB coding gain 
over the conventional method. As far as the number of 
iterations is concerned, the proposed decoder can achieve the 
same BER performance with just 1/3 of the iterations that the 
conventional decoder requires. In other words, the proposed 
decoder can produce a better performance with the same 
number of iterations, and it can also push back the performance 
saturation point. 

V. CONCLUSIONS 

We have proposed an efficient SOVA-based iterative 
decoding algorithm. The algorithm can be used for high 
dimensional block turbo codes, and it can reduce the number of 
iterations by about 60 percent with an acceptable complexity 
increase. Incorporating multiple soft outputs and appropriately 
normalizing them improves the performance. The proposed 
idea of multiple incorporation of soft outputs can be used for 
other soft output decoding methods, such as the MAP 
algorithm and other algebraic soft output decoding algorithms; 
hence this idea can play an important role in increasing 
decoding speed. 
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