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Abstract

In this work we report methods of formation of three-dimensional structures of particles in a liquid crystal host. We
found that, under the appropriate conditions, the particles are captured and dragged by the moving isotropic/nematic front
during the phase transition process. This movement of the particles can be enhanced significantly or suppressed drastically
with the influence of an electric field and/or with changing the conditions of the phase transition, such as the rate of cooling.
As a result, a wide variety of particle structures can be obtained ranging from a fine-grained cellular structure to stripes of
varying periods to a course-grained “root” structures. Changing the properties of the materials, such as the size and density
of the particles and the surface anchoring of the liquid crystal at the particle surface, can also be used to control the
morphology of the three-dimensional particle network and adjust the physical properties of the resulting dispersions. These
particle structures may be used to affect the performance of LCD’s much as polymers have been used in the past.
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1. Introduction

Colloidal dispersions of small particles in nematic
liquid crystals are a novel, interesting type of soft matter.
The difference from ordinary colloids arises from the
orientational ordering of the liquid crystal molecules and
the resulting structure in the colloid. Topological defects
[1, 2] and additional long-range forces between the
colloidal particles [3] are immediate consequences of
this ordering. The interparticle
interaction brings a new range of effects to the system:
supermolecular structures [4,6], cellular structures [7,8],
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and even a soft solid [9] can be observed. Colloidal
dispersions in liquid crystals also have a wide variety of
potential applications [10].

A range of problems also arises in nematic colloidal
dispersions. The nematic ordering makes it difficult to
suspend small particles in a liquid crystal host [11].
Particles often segregate into agglomerates distributed
non-uniformly in the cell. The resulting spatial
distribution of the particles is difficult to control. Our
research therefore explores the factors that affect the
spatial distribution of these particles.

In our previous work we reported the first
demonstration of drag on colloidal particles by a moving
nematic-isotropic (NI) interface [12]. We calculated a
critical radius above which the particles cannot be
captured by the moving interface. We showed that this
critical radius is sensitive to the viscous properties of the
host liquid crystal, the value of the anchoring coefficient
of the liquid crystal on the particle surface, and the

velocity of the moving interface.
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Fig. 1.

In the experimental work reported here we
demonstrate the methods used to control the spatial
distribution of particles of different sizes in a liquid
crystal cell. We show that an electric field and/or
changing the conditions of the nematic-isotropic phase
transition, such as the rate of cooling, can be used to
control the morphology of the three-dimensional particle
network and adjust the physical properties of the
resulting dispersions and displays.

2. Experiments

In order to understand how the particles are moved
by the nematic-isotropic transition front we used
particles of different size as well as particles made of
different materials. First we used nearly monodisperse
spheres of silica (R = 0.005 pm). To directly observe the
movement of particles and to demonstrate how we
control the spatial distribution of particies in an
anisotropic colloidal suspension, we used large polymer
particles, R = 8§ um. These particles are used as spacers
in the LCD industry (Micropearl SP, made of cross-
linked copolymer with divinylbenzene as a major
component, p = 1.05-1.15 g-cm™). In all cases, particles
were dispersed at concentrations of ¢ = 1-5 wt %, in the
liquid crystal SCB at room temperature. The sample was
subjected to ultrasound in order to uniformly disperse the
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Experimental set-up.

particles in 5CB.

The homogeneous mixture of the liquid crystal and
particles was deposited between two polyimide-covered
ITO-glass substrates. The polyimides were selected to
provide either planar or homeotropic orientation of the
5CB liquid crystal. The cell thickness was large enough
(20-50 pm) to assure the unimpeded passage for the
particles. |

One of the edges of the cell was placed onto a
temperature controlled hot-stage, as shown in fig. I.
Such a configuration provided a gradient of the
temperature through the entire area of the cell. The
distribution of the temperature gradient depended on the
balance between the temperature of the hot-stage and
room temperature. This produced a nematic-isotropic
transition interface parallel to the heated edge of the cell.
Any changes of the hot-stage temperature led to a change
in the position of the interface in the cell. The speed of
the temperature change, that could be controlled with
high precision (0.01 deg/min), determined the speed of
the interface. An optical microscope provided with a
CCD camera and videorecorder was used to observe the

cell.

3. Results and Discussion

First, the homogeneous suspension was heated to
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Fig. 2. Polarized microscopy images of different structures, depending on the cooling rate: (a) colloidal particles are
dispersed homogeneously in the isotropic phase; (b) cellular structure: cooling rate = 10 °C.min™; (¢) stripes: cooling rate =
0.1 °C-min’, velocity of the interface v ~ 3 um-sec™; (d) root structure: cooling rate = 0.01 °C:min’, v = 0.5 um-sec™'. Silica

particles, R = 0.005 um, concentration ¢ = 1 wt %. The N-I interface is moving from the top of the pictures downwards. The
long side of the images is 1 mm.

* Fig. 3. Snapshots of the moving nematic-isotropic interface made between parallel polarizers taken with the time interval At

= 6 min.
into the isotropic state (Fig. 2a.) and then was cooled to a particle-free nematic domains separated by particle-rich
temperature below 7)., Depending on the rate of cooling, regions, Fig. 2b. Properties of these structures have been
we observed different structures. Fast quenching to room reported previously [7-9]. Decreasing the cooling rate,
temperature (cooling rate 10 °C-min’") resulted in phase we observed formation of a striped structure (Fig. 2c¢).
separation and formation of a cellular structure, with The particle-rich regions no longer formed a cellular
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Fig. 4. Formation of stripes of particles by moving the nematic-isotropic interface.

Fig. 5. The merging process of two stripes into one.

structure but were arranged in a set of stripes, separated
by particle-free regions. Using optical microscope
images we postulate that we have large nematic and
isotropic domains separated by a moving interface. The
direction of the stripes is parallel to the moving interface
(the interface was moving downward in the picture in the
geometry depicted in Fig. 2). The spatial period of the
striped structure depended on the cooling rate, as well as
on the particle size. Increasing the particle size, as well
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as decreasing the cooling rate, resulted in an increase of
the spatial period. Interestingly the stripes do not appear
using considerably larger silica particles, R > 0.5 pm.
Also, decreasing the cooling rate resulted in a chaotic
merging of stripes and formation of a “root’-like pattern,
Fig. 2d. These results indicate that the particles are
pushed by moving the nematic-isotropic phase transition

front.
Using optical microscopy we were able to directly
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Fig. 6. Formation of the stripes of particles by the movement of the nematic-isotropic interface and periodic action of an

electric field. The nematic phase is on the left size of the pictures.

observe the movement of larger (R = 8 um) but less
dense polymer spheres [13]. We could see these particles
being moved by an advancing nematic to isotropic phase
boundary. Fig. 3 shows pictures of this moving front
taken at different times. Clearly they are pushed by this
advancing front, remaining in the isotropic phase. In Fig.
4 we demonstrated the ability to control the spatial
distribution of the particles by changing the cooling rate.
An advancing line of particles, pushed by 7y.; boundary
could be dropped by increasing the cooling rate and thus
the velocity of the moving boundary (Fig. 4¢). This
results in formation of a stripe. Subsequent slowing of
the cooling resumes collection of particles at the
interface (Fig. 4d).

We have found that the nematic-isotropic interface
can drag the particles in the opposite direction, i.e. upon
heating the cell. But in this case the movement of the
interface must be much slower to move the particles. Fig.
5 demonstrates the merging of two stripes into one using
this inverse movement.

An electric field can also be used to precisely form
particles structures. We demonstrated that with an
electric field applied, enough to align the nematic, the
particles can be dragged by higher velocity interface.
This change in the maximum velocity provides another
means to precisely drop particles. For example, we
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prepared a cell with homeotropic boundary conditions
and applied a normally aligned electric field to the entire
area of the cell (Fig. 6). The cell was cooled at a rate of
10 deg/min. With a field applied of 1 V/p all the particles
were pushed by the interface. We formed stripes by
switching off the electric field for a short time. This
reduced the effective elasticity of the liquid crystal (Fig.
6a). As a result, the particles and their aggregates were
dropped (Fig. 6b). Successive application of the electric
field allows us to form designed particles structure.

A simple analysis accounts for these experimental
observations. We considered several mechanisms which
contribute to the total drag force acting on a particle at a
NI interface. First, the surface tension coefficient might
differ at the particle-nematic (oy) or particle-isotropic
(o7) part of the interface. An additional pressure caused
by the curvature can be given by P=2c/R, where R 1s the
radius of the curvature (in our case it is the radius of the
particle) and o is the surface tension coefficient. This
pressure contributes to the total drag force as F=2n(on-
o)-R[1-(d/R)], with the amplitude growing linearly
with the droplet radius. Here d is the distance from the

particle center to the interface.

Second, the particle creates long-range distortions
of the director in a nematic phase. To minimize the
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elastic distortion energy, the nematic expels particles into
the 1sotropic phase. The elastic forces have two origins:
due to the director deformations in the bulk nematic and

due to the anchoring of the director at the particle surface.

An estimation of these contributions can be done by
dimensional analysis. For the surface contribution, the
only combination which has dimension of force is WR,
where W is the anchoring coefficient. Therefore, the
surface contribution to the drag force is proportional to
WR, F=WRg,(d/R), where gy(x} is a dimensionless
function of the penetration depth, d/R. One can have two
different situations for the bulk contribution. For weak
WR/K << ], the bulk contribution is
proportional to the squared distortion of the director, £~
WR/K [14], where K is an elastic constant of the liquid
crystal in one-constant approximation. Now W’R°/K has
the dimension of force, yielding F,=W’R’/Kg,(d/R).
Here, again, g, is a dimensionless function. In contrast,

anchoring,

in the case of strong anchoring, WR/K >> 1, the
anchoring does not enter the elastic contribution, and
Fy= Kgy(d/R). For 5CB, and typical values of the
anchoring energy, W~107-10" dyn cm™, WR/K << [ for
silica particles and WR/K ~1 for polymer particles.
Therefore, for silica particles, we have the weak
anchoring regime. In contrast, polymer particles provide
strong anchoring of the director. We also note that, when
particles agglomerate, the effective radius increases and
we have a strong anchoring regime even for small
particles.

Finally, we have a frictional drag contribution,
which, in the first approximation, is given by the Stokes
formula, F',, = -6/7Rnv [15], where 7 is a viscosity of the
liquid crystal and v is a velocity of the particles. The total
drag on the particle is the sum of the following
contributions: F,=F,+F,+F+F, . |

Solution of Newton's equations of motion with F,,,,
as a force completes the description of the particle
dynamics. The maximal radius can be estimated from the
conservation of linear momentum. To capture a particle
of mass m, the interface has to transfer to it a linear
momentum my. If we assume that the particle does not
move (or 1t moves much slower than the interface, which
is valid for massive particles) then the total linear
momentum transferred to the particle reads

(D

t I R
my = ;;12 Fdragdt = ;_[_RFdrag (x)dx
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Here we assumed that the interface touches the
particle at time ¢, and leaves it at time ¢, x=vt.
Substituting Fj,,, we obtain

§-7Z'AO' +OW —b67nAr

Roax =2
Efrpvz —SWIK

(2)

where Ao=oy-0;, 0; are geometrical constants, o is the
density of the particle, Ar 1s the final displacement of the
particle due to the drag force. |

Several important conclusions can be drawn. First,
if the particle is too big, the moving interface is not able
to transfer sufficient linear momentum to it. Only

particles with R<R,..(v,W,o) will be captured by the
interface. From equation (2) one can see that R ~ v°,
i.e. only a slowly moving interface is able of capturing
the particles. The estimate of this velocity gives v ~
W/(Kp)"? ~ 1 mm sec’. This is of the order of the
limiting velocity for the cellular structure we observed in
our experiments: if the interface moves more slowly,
then stripes appear, otherwise the cellular structure forms
(see Fig. 2).

The main conclusion is that R, is a function of the
material parameters, i.e. can be effectively controlled, for
example, by changing the surface treatment of the
particles (anchoring energy W). Increase in the anchoring
energy leads to an increase of R,.. Moreover, strong
enough anchoring favors formation of a defect near the
particle [2, 4], contributing to an even higher energetic
barrier created by elastic forces. :

On the other hand, if the particle is captured by the
interface, the elastic force scales as R’, and the opposing
viscous drag scales as R. Therefore, there is a minimal
radius, R, starting from which particles will be
dragged by the interface. If the particle is dragged by the
interface at a constant speed, then £y, = 0, yielding

R b6xnv—=2mAo —y W
y WK

min

3)

where 3 =g,(0) are constants. Equation (3) implies that,
in order to be moved by the interface, the particles have
to be big enough. Only in this case can elastic forces
overcome viscous drag. Substituting values typical for
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5CB and using the slowest cooling rate, we obtain R,,;,~
0.01 pm which qualitatively agrees with the minimum
size of silica particles we were able to move.

To explain formation of the striped structure, we
note that, in practice, particles aggregate into clusters.
While an aggregate moves, it captures more and more
particles, growing in size. The anchoring parameter
WR/K also increases and we switch from the weak
anchoring to the strong anchoring regime. The bulk
elastic contribution is then proportional to the elastic
constant K and the elastic force is no longer growing as
R’. Therefore, at some R, the friction drag overcomes
the elastic contribution and the aggregate breaks through
the interface. A stripe forms and the particles start to
accumulate again. The condition Fj,, = 0 gives the
critical size of the aggregate

R = Vs K
‘' 6nnv-2nAc

(4

which is about 1 um for typical experimental values.
From conservation of mass one can show that the

radius of the aggregate increases linearly with time until
it reaches R,,

R=RO+% Prc

" Py

v ()

Here R, is the initial radius of the aggregate, p, is

the density of the aggregate. Therefore, the distance
between two stripes is given by

4(p—1 pa RC

Prc

A~

(6)

and is of the order of 0.1 mm, again in qualitative
agreement with experiment, Fig. 2.

4. Conclusions

In this work we report methods of formation of
three-dimensional structures of particles in a liquid
crystal host. We found that, under the appropriate
conditions, the particles are captured and dragged by the
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moving isotropic/nematic front during the phase

transition process. This movement of the particles can be
enhanced significantly or suppressed drastically with the
influence of an electric field and/or with changing the
conditions of the phase transition, such as the rate of
cooling. As a result, a wide variety of particle formations
can be obtained: from a fine-grained cellular structure to
stripes of varying periods to a course-grained “root”
structure. Changing the properties of the materials, such
as the size and density of the particles and the surface
anchoring of the liquid crystal at the particle surface, can
also be used to control the morphology of the three-
dimensional particle network and adjust the physical
properties of the resulting dispersions.
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