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Regression Quantile Estimations

on Censored Survival Data

Joo Yong Shim1)

Abstract

In the case of multiple survival times which might be censored at ea-
ch covariate vector, we study the regression quantile estimations in this
paper. T he estimations are based on the empirical distribution functins
of the censored times and the sample quantiles of the observed survival
times at each covariate vector and the weighted least square method is
applied for the estimation of the regression quantile. T he estimators are
shown to be asymptotically normally distributed under some regularity
conditions.

Keywords and Phrases : Censoring, Covariate, Emipirical distribution
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1. Introductions

The accelerated failure time model in the survival data analysis regresses the
logarithms of the survival times on the corresponding covariate vector, which is
appealing to the practitioners due to the direct physical interpretations. T he mean of the
logarithms of survival times are related to the covariate in the accelerated failure time
model, which causes difficulty to estimate the mean of survival times or the intercept
parameter. Ying(1995) proposed a median regression model as an alternative to the
mean regression model for examining the covariate effect on the survival pattern.
Y ang(1999) proposed a median regression estimator which are based on the weighted
empirical survival and hazard functions without estimating the distributions of the
censored times, and showed that the estimators are consistent and asymptoticcally
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distributed.

The median is a simple and meaningful measure of the center of the thick tailed
distribution of the survival times, and can be well estimated even for not too heavy cen
soring. But usually large or small quantile depends on the covariate differently from the
median, which leads to consider the quantile regression approach. Koenker and
Bassett(1978) introduced the quantile regression model, that the quantiles of responses
are linearly related to the covariate vector as follows

QI xi)= x; Bg(g) for 6=(0,1),

where Q(4| x ;) is the #-th quantile of the responses given the covariate vector x ;.

The estimator of the §-th regression quantile 8(4) is defined as the value of g
minimizing the objective function,

Ro(B)= 2 ooy~ x: B for 6=(0,1),

over all B in some parameter space B () where p4( - ) is the check function defined
as

og(r)=06rl (r=0)+ (8- Yrl(r<0),

where | ( -) is the indicator function. The median estimator is easily seen to be a

special case of 4 = 1 2. Powell(1986) studied the censored quantile regression, where
observations could not be observed below the fixed level 0 in the regression model.

The censored regression quantile estimator is defined as the value of 8 minimizing the
objective function,

1
n

Qu(B.6)= % 2 o4y, max (0, x, B)) .

Lindgren(1997) suggested estimating the conditional quantiles nonparametrically
with a local Kaplan-Meier estimators of the survival functions for more general
censored case.

In this paper we propose the regression quantile estimators for the survival data with

multiple observations at each covariate vector, X i,:*-, X , under the presence of

censorings. Based on the sample quantiles from multiple observations, the regression
quantile estimator is obtained by the weighted least square method. We show that the
proposed estimators are asymptotically normally distributed and they perform well even
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in the heteroscedastic error model via the simulation study.

2. Regression Quantile Estimations

Let T be the survival time of the j-th individua corresponding to the covariate
vector, x; or transformation on it, where j=1,2,---,n;, i=1,2,---,k. Let x, be
the the associated covariate vector with p+1 components, where the first component is
set to 1. Let q;(&) be the theta §-th quantile of T ; given x; for & in (0,1) then

Assume that the q;(4) is linearly related to the covariate vector x; as
qi(8)= x; B(9) for i=1,2,--k, (2.1)

where B(6) is a (p+1)-dimensional regression quantile modelling the covariate effect
on the @-th quantiles of T .

The observed survival timeis Y ;= min(T;,C;) and ¢;=1(T; <Cy) ,where

ij s
C; is the censored time corresponding to x; for j=1,2,--,n; . Cy's are
assumed to be independently distributed with unknown distribution functions G;'s.

Since T and Cj are assumed to be independent given x; ,

P(Yi=<ai(9) | xi) = 1-P(T;>0,(8)| xi)P(Cyj>q:i(0) | xi) 22)
> 1- (1- O)(1- G(q;(8))). |

The right-hand side of (2.2) depends on 4 and G(q;(4)), not on the distribution of
the survival times. Denote it by p; then q;(8) can be set to satisfy

qi(g)=inf{y:P(Y;<y| x;)=p;},

that is, q;(6) can be the p; -th quantile of Y ; given x, .For afixed value of p;

g;(8) can be estimated by the p,; -th sample quantile of Y which is the value

ij o
of g; minimizing the objective function,
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lepp‘(Yij' g;) for i=1,2,- k.

Given x; , the distribution function G; of Cj; can be estimated by the empirical
distribution function,

n i
~

Gi(y):mi2|(vugy|aij:0)for i= 1,2,k (23)

i 1=1

where m ;= n,- 230‘ .

j=1
Then for each i= 1,2,-:-,k, g;(8) can be estimated by iteration method as follows:
i) Set q;(é) to the initial value q;(8) .
i) p{’=1- (1- 6)(1- Gi(a:(8) "))

i) q;(8) """ is the value of q; minimizing the objective function,

> 05(yy- a)) with p = p{"

Under the assumption that given x; the distribution function F ; of Y ; is not flat

i

in the neighborhood of F; *( p;), q;(6) isthe consistent estimator of F *( p,),
where F [ *( p;) is the p; -th quantile of Y, given x, and p; = 1- (1-
0)(1- G,(q;(8))) . Under the assumption that for each i, given x, , Yi's are

independently distributed with distribution function, F; , whose density,f; , is
continuous and positive,

pi(1- p)

e N HCERE)

).

For each fixed y, - co <y< oo, the empirical distribution function G,(y) is the
consistent estimator of G;(y), which implies that p; is the consistent estimator of

pi=1- (1- 6)(1- G,(q:(8))). The limiting distribution of q;(8)can be obtained
as
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. 1 (1-p,
q: () ~ AN(CF{(pi), n-f?((F-'lp(;-)) ) (24)
il' i |
= AN( a;(8) , % )

Using q;(8) the @-th regression quantile B(6) of T j can be estimated by the

value b minimizing the objective function,

>0 a0 x, b7,
which is,

BO)=(Bnox k) TR0 x d(0). @5)

Under the following assumptions:
al) For each i, given x;, Y;'s are independently distributed with distribution

function F ; which is not flat in the neighborhood of q;(#) and density f; is
continuous and positive.
a2) X,,**, X, span RP*L

n . K
a3) I — Aias N — oo where N:.Zlni'

Using (24) and (25) the limiting distribution of the estimator of the #-th regression
quantiles can be obtained as

B(6) ~ AN( B(8) . D WD 1) (26)

where

D= gk:lﬂi X;'"x; and V= 21% X' X .

3. Numerical Studies

To investigate the performance of the proposed estimators the simulation study is
conducted. For the comparison, the median estimators of Ying et al.(1995) are obtained.

Let T bethe j-th surviva time corresponding to the covariate vector x; for i
= 1,2,3. Assume that the survival times T ;'s are from the linear regression model:
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Tij= x; B+ey for j=1,2,-=-,n; , i=12,3, (3.1)
where error terms e;'s follow a logistic distribution with a location parameter of O

and a scale parameter of Xx; ¢ , which leads
t- X
P(Ty<t] x)=P(To< — %),

where T, follows a standard logistic distribution, 8= ( 8o, £1) and ¢= ( ¢,,.
¢ 1)' The censored times C's are assumed to follow a eponential distribution with

a location parameter c ; and a scale parameter X ; ¢ as

- Cy

P(Cy<t] x;)=P(Cy<

JI(t=cq),

where C, follows a standard exponential distribution and c's are chosen to be 10%
of proportion of censoring.

Set x;=(1,i- 1) and n, =150, n, =200, n 3 =250 then the regression quantile of
the survival times in the model (2.1) is,

B(O)= B+F;'0) ¢, 0= (0,1), (32)

where F ; '(6) is the 6-th quantile of T, which is the #-th quantile of the standard
logistic distribution. For each x;, i=1,2,3, with A= (1,1)' and ¢ =(0505),

500 random samples of { Y 0y ,1=1,2,,n;} are generated. Then for @ =

ijo
0.25, 0.5, 0.75, true values of regression quantiles of the survival times are obtained by
(3.2) as, respectively,

.4507 1.0 1.5493
i = . = T = .
B0.2)= (3e07) » BOD= (1) BOT)= (1 F0
From each sample of size 600, estimators of 2 components of the §-th regression
quantile, B(Hand B(6), for § = 0.25, 05, 0.75, are obtained by (25) based on the
sample quantiles of T ; estimated by the iteration method. T he estimators proposed by

Ying et al.(1995), 5(0.5) and 3(0.5), are obtained through minimization of the
objective function which may have multiple minima, the simulated annealing algorithm



Regression Quantile Estimations on Censored Survival Data

applied to the accelerated failure model by Lin and Geyer(1992) is used for the
estimation. Based on 500 samples the empirical means and mean square errors of
estimators are obtained.

From Table 1 we can see that the proposed estimators 7‘}(6) provides relatively
accurate results even for the heteroscedastic error model. For 4 = 05 the proposed

estimators, ?3’0(0.5) and ?3’1(0.5) , have the values of empirical means closer to the

A A

true values than the estimators of Ying et al.(1995), /5 ,,(0.5) and Jy,(0.5). And

the proposed estimators have smaller values of mean square errors than the estimators
of Ying et al.(1995).

Table 1. Mean and MSE of estimators of A(4) with 10% Censoring

4 0.25 05 0.75
N mean 04481 0.9931 1.7074
Bo(0)
mse 0.1066 0.0934 05175
7)’ (0.5) mean 1.0187
T mse 0.1304
N mean 0.4498 0.9975 16268
B1(6)
mse 0.1283 0.1091 0.5802
N mean 09777
0.5
An(08) se 0.1291

4. Remarks and Conclusions

Based on the empirical distribution function of censored times and the sample
quantiles of the observed survival times, the estimators of regression quantiles are
studied in a censored quantile regression model with multiple survival times at each
covariate vector. The quantile regression approach detects the reversal of treatment
effects which a proportional hazard model does not permit.

The simulation study shows that the proposed estimators perform well, even in the
heteroscedastic error model, where the variance of errors depends on the covariate

vector. And a rather easy numerical method is required than Ying et al.(1995).
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