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Reg re s s ion Qu antile E s tim ation s

on Cen s ored S urv iv al D at a

Joo Y ong S him 1)

A b stract

In the case of mult iple surviv al t im es w hich might be cen sored at ea -
ch cov ariat e v ector , w e study the regression quantile est im ation s in this
paper . T he est imation s are based on the empirical distr ibut ion fun ct in s
of the cen sored tim es an d the sample qu antiles of the ob serv ed surviv al
t imes at each cov ariate v ector and th e w eighted least squ are m ethod is
applied for the estim ation of th e regression quantile . T he est imator s are
show n to be asymptot ically n orm ally distributed under som e regularity
con dition s .
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1 . Introdu ction s

T he accelerated failure time model in the survival data analy sis regresses the
logarithm s of the survival times on the corresponding cov ariate v ector , which is
appealing to the practitioner s due to the direct phy sical interpretation s . T he mean of the
logarithm s of surviv al times are related to the cov ariate in the accelerated failure time
model, which cau ses difficulty to est imate the mean of surviv al t imes or the intercept
parameter . Ying (1995) proposed a median regression model as an alternative to the
mean regression model for ex amining the covariat e effect on the surviv al pattern .
Yang (1999) proposed a median regression estimator which are based on the w eighted
empirical surviv al and hazard function s without est imating the distr ibution s of the
cen sored times , and show ed that the estimator s are con sistent and asymptoticcally
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distributed.

T he median is a simple and meaningful measure of the center of the thick tailed
distribution of the surviv al times , and can be w ell estimated ev en for not too heavy cen
soring . But u sually large or small quantile depends on the covariat e differently from the
median , which leads to con sider the quantile regression approach . Koenker and
Bassett (1978) introduced the quantile regression model, that the quantiles of respon ses
are linearly related to the covariate v ector as follow s

Q( | x i ) = x i ( ) for ( 0 , 1 ) ,

w here Q( | x i ) is the - th quantile of the respon ses giv en the covariate v ector x i .

T he estimator of the - th regression quantile ( ) is defined as the v alue of
minimizing the object ive function ,

R ( ) =
n

i = 1
( y i - x i ) for ( 0 , 1 ) ,

ov er all in some parameter space B ( ) where ( ) is the check function defined

as

( r ) = rI ( r 0) + ( - 1) rI ( r < 0 ) ,

w here I ( ) is the indicator funct ion . T he median estimator is easily seen to be a
special case of = 1/ 2. Pow ell(1986) studied the cen sored quantile regression , where
ob serv at ion s could not be observ ed below the fix ed lev el 0 in the regression model.

T he cen sored regression quantile estimator is defined as the v alue of minimizing the
objectiv e funct ion ,

Q n ( , ) = 1
n

n

i = 1
(y i - m ax (0 , x i ) ) .

Lindgren (1997) suggest ed estimating the condit ional quantiles nonparametrically
w ith a local Kaplan - Meier estimator s of the survival function s for more general
cen sored case.

In this paper w e propose the regression quantile estimator s for the surviv al data with

mult iple ob servation s at each cov ariate v ector , x 1 , , x k , under the presence of

cen soring s . Based on the sample quantiles from multiple ob serv at ion s , the regression
quantile est imator is obtained by the w eighted least square method. W e show that the
proposed estimator s are asymptot ically normally distributed and they perform w ell even
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in the het eroscedastic error model via the simulation study .

2 . Reg re s s ion Qu antile E s tim ation s

Let T ij be the surviv al time of the j - th individual corresponding to the covariate

v ector , x i or tran sformation on it , where j = 1, 2 , , n i , i = 1, 2 , , k . Let x i be

the the associated covariat e vector with p+1 component s , where the fir st component is

set to 1. Let q i ( ) be the theta - th quantile of T ij giv en x i for in (0,1) then

q i ( ) = inf { t : P ( T ij t | x i ) } .

A ssume that the q i ( ) is linearly related to the cov ariate v ector x i as

q i ( ) = x i ( ) for i = 1, 2 , , k , (2.1)

w here ( ) is a (p+1)- dimen sional regression quantile modelling the cov ariate effect
on the - th quantiles of T ij .

T he ob served surviv al time is Y ij = m in ( T ij , C ij ) and ij = I ( T ij C ij ) , w here

C ij is the cen sored time corresponding to x i for j = 1, 2 , , n i . C ij ' s are

assumed to be independently distr ibuted w ith unknown distr ibution function s G i ' s .

Since T ij and C ij are assumed to be independent given x i ,

P ( Y ij q i ( ) | x i ) = 1 - P ( T ij > q i ( ) | x i )P ( C ij > q i ( ) | x i )

1 - ( 1 - ) ( 1 - G i ( q i ( ) ) ) .
(2.2)

T he right - hand side of (2.2) depends on and G i( q i ( ) ) , not on the distr ibution of

the surviv al times . Denote it by p i then q i ( ) can be set to sat isfy

q i ( ) = inf {y :P ( Y ij y | x i ) p i },

that is, q i ( ) can be the p i - th quantile of Y ij giv en x i . For a fix ed v alue of p i

q i ( ) can be estimated by the p i - th sample quantile of Y ij , which is the v alue

of q i minimizing the objectiv e function ,
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n i

j = 1
p i

(y ij - q i ) for i = 1, 2 , , k .

Given x i , the distr ibution function G i of C ij can be estimated by the empirical

distribution function ,

G i (y ) = 1
m i

n i

j = 1
I ( Y ij y | ij = 0 ) for i = 1, 2 , , k (2.3)

w here m i = n i -
n i

j = 1
ij .

T hen for each i = 1, 2 , , k , q i ( ) can be estimated by iteration method as follow s :

i) Set q i ( ) to the initial value q i ( ) ( 0) .

ii) p ( l )
i = 1 - ( 1 - ) ( 1 - G i ( q i ( ) ( l ) ) )

iii ) q i ( ) ( l + 1) is the v alue of q i minimizing the objective function ,

n i

j = 1
p ( y ij - q i ) with p = p ( l )

i

Under the assumption that giv en x i the distr ibut ion funct ion F i of Y ij is not flat

in the neighborhood of F - 1
i ( p i ), q i ( ) is the con sistent estimator of F - 1

i ( p i ) ,

w here F - 1
i ( p i ) is the p i - th quantile of Y ij giv en x i and p i = 1 - ( 1 -

) ( 1 - G i ( q i ( ) ) ) . Under the assumption that for each i, giv en x i , Y ij ' s are

independently distr ibuted with distribution function , F i , whose den sity , f i , is

continuou s and positiv e,

q i ( ) A N ( F - 1
i ( p i ) ,

p i ( 1 - p i )
n if

2
i ( F - 1

i ( p i ) )
) .

F or each fix ed y , - < y < , the empirical distr ibution funct ion G i (y ) is the

con sistent estimator of G i (y ) , which implies that p i is the con sistent estimator of

p i = 1 - ( 1 - ) ( 1 - G i ( q i ( ) ) ) . T he limiting distribution of q i ( ) can be obtained

as
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q i ( ) A N ( F - 1
i (p i ) ,

p i ( 1 - p i )
n if

2
i ( F - 1

i (p i) )
)

= A N ( q i ( ) ,
p i ( 1 - p i )

n i f
2
i ( q i ( ) )

)

(2.4)

U sing q i ( ) the - th regression quantile ( ) of T ij can be estimated by the

v alue b minimizing the objectiv e function ,

k

i = 1
n i ( q i ( ) - x i b) 2 ,

w hich is ,

( ) = (
k

i = 1
n i x i ' x i ) - 1

k

i = 1
n i x i ' q i ( ) . (2.5)

Under the following assumption s :

a1) F or each i , giv en x i , Y ij ' s are independently distributed with distr ibution

function F i which is not flat in the neighborhood of q i ( ) and den sity f i is

continuous and posit ive.

a2) x 1 , , x k span R p + 1 .

a3)
n i

N i as N where N =
k

i = 1
n i .

U sing (2.4) and (2.5) the limiting distribution of the est imator of the - th regression
quantiles can be obtained as

( ) A N ( ( ) , 1
N D - 1 VD - 1 ) (2.6)

w here

D =
k

i = 1
i x i ' x i and V =

k

i = 1

i p i ( 1 - p i )
f 2

i ( q i ( ) )
x i ' x i .

3 . N um eric al S tudie s

T o investigate the performance of the proposed estimator s the simulat ion study is
conducted. For the comparison , the median estimator s of Ying et al.(1995) are obtained.

Let T ij be the j - th surviv al time corresponding to the cov ariate vector x i for i

= 1, 2 , 3 . A ssume that the survival t imes T ij ' s are from the linear regression model:
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T ij = x i + e ij for j = 1, 2 , , n i , i = 1, 2 , 3 , (3.1)

w here error term s e ij ' s follow a logistic distribution with a location parameter of 0

and a scale parameter of x i , which leads

P ( T ij t | x i ) = P ( T 0
t - x i

x i
) ,

w here T 0 follow s a standard logistic distribution , = ( 0 , 1) ' and = ( 0 , .

1) ' T he cen sored times C ij ' s are assumed to follow a eponential distribution with

a locat ion parameter c oi and a scale parameter x i as

P ( C ij t | x i ) = P ( C 0
t - c oi

x i
) I ( t c oi ) ,

w here C 0 follow s a standard exponential distribution and c oi ' s are chosen to be 10%

of proportion of cen soring .

Set x i = ( 1, i - 1) and n 1 =150, n 2 =200, n 3 =250 then the regression quantile of

the surviv al times in the model (2.1) is ,

( ) = + F - 1
0 ( ) , (0 , 1) , (3.2)

w here F - 1
0 ( ) is the - th quantile of T 0, which is the - th quantile of the standard

logistic distribution . For each x i , i = 1, 2 , 3 , with = ( 1, 1) ' and =(0.5,0.5) ' ,

500 random samples of { Y ij , ij , j = 1, 2 , , n i } are generated. T hen for =

0.25, 0.5, 0.75, true v alues of regression quantiles of the surviv al times are obtained by
(3.2) as, respectiv ely ,

(0 .25) = ( )0 .4507
0 .4507

, (0 .5) = ( )1 .0
1 .0

, (0 .75) = ( )1 .5493
1 .5493

.

F rom each sample of size 600, estimator s of 2 component s of the - th regression

quantile, ( )and ( ) , for = 0.25, 0.5, 0.75, are obtained by (2.5) based on the
sample quantiles of T ij estimated by the iteration method. T he estimator s proposed by

Ying e t a l . (1995), ( 0 .5) and (0 .5), are obtained through minimization of the
objectiv e function which may have multiple minima, the simulat ed annealing algorithm
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applied to the accelerated failure model by Lin and Geyer (1992) is u sed for the
estimation . Based on 500 samples the empirical mean s and mean square error s of
estimator s are obtained.

F rom T able 1 w e can see that the proposed estimator s ( ) provides relativ ely
accurat e result s even for the heteroscedastic error model. F or = 0.5 the proposed

estimator s, 0 ( 0 .5) and 1 (0 .5) , hav e the v alues of empirical mean s closer to the

true v alues than the estimator s of Ying e t a l . (1995), Y 0 ( 0 .5) and Y 1 (0 .5). And

the proposed estimator s hav e smaller v alues of mean square error s than the estimator s
of Ying e t a l . (1995).

T able 1 . Mean and MSE of estimator s of ( ) with 10% Cen soring

0.25 0.5 0.75

0 ( )
mean 0.4481 0.9931 1.7074

m se 0.1066 0.0934 0.5175

Y0 (0 .5)
mean 1.0187

m se 0.1304

1 ( )
mean 0.4498 0.9975 1.6268

m se 0.1283 0.1091 0.5802

Y 1 (0 .5)
mean 0.9777

m se 0.1291

4 . Rem ark s and Conclu s ion s

Based on the empirical distr ibution function of cen sored times and the sample
quantiles of the ob serv ed surviv al times , the est imator s of regression quantiles are
studied in a cen sored quantile regression model with multiple surviv al times at each
cov ariate vector . T he quantile regression approach detect s the rev er sal of tr eatment
effect s which a proportional hazard model does not permit .

T he simulation study show s that the proposed est imator s perform w ell, ev en in the
heteroscedastic error model, where the v ariance of error s depends on the cov ariate
v ector . And a rather easy numerical method is required than Ying e t a l . (1995).
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