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ABSTRACT

As the TSP(Traveling Salesman Problem) belongs to the class of NP-complete problems, various techniques
are required for finding optimum or near optimum solution to the TSP.

This paper designs a distributed genetic algorithm in order to reduce the execution time and obtain more
near optimal using multi-slave model for the TSP. Especially, distributed genetic algorithms with multiple
populations are difficult to configure because they are controlled by many parameters that affect their
efficiency and accuracy. Among other things, one must decide the number and the size of the populations
(demes), the rate of migration, the frequency of migrations, and the destination of the migrants. In this paper,
1 develop random dynamic migration rate that controls the size and the frequency of migrations. In addition to
this, I design new migration policy that selects the destination of the migrants among the slaves
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1. Introduction shortest route connecting them all, with no city

In the traveling salesman problem, a set of N visited twice and return to the city at which it
cities is given and the problem is to find the started. In the symmetric TSP, distance(ci, ¢j) =
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distance(cj, ci) holds for any two cities ci and ¢j ,
while in the asymmetric TSP this condition is not
satisfied.

Since TSP is a
optimization problem and belongs to the class of

well-known combinatorial

NP-complete  problems, various techniques are
required for finding optimum or near optimum
solution to the TSP. The dynamic programming and
the branch-and-bound algorithm could be employed
to find an optimal solution for the TSP. In addition
to the classical heuristics developed especially for
the TSP, there are several problem-independent
search algorithms which have been applied to the
TSP for finding near optimum solution, such as
genetic algorithm[1, 5, 8], ant colonies[2], neural
networks[2] and simulated annealing[2, 6]. And
parallel and distributed systems have emerged as a
key enabling technology in modemn computing.
During the last few years, many distributed
algorithms are designed in order to reduce the
execution time for the TSP with exponential time
complexity in the worst case[7].

Under the right circumstances, I propose a new
distributed algorithm  with  multiple
populations using multi-slave model for the TSP.
The distributed genetic algorithm is based on the
distributed population structure that has the potential

of providing better near optimal value and is suited

genetic

for parallel implementation. And distributed genetic
algorithm executes a conventional genetic algorithm
on each of the distributed populations. But the
distributed algorithm  with  multiple
populations is difficult to configure because they are

genetic

" controlled by many parameters that affect their
efficiency and accuracy. Among other things, one
must decide the number and the size of the
populations, the rate of migration, the frequency of
migrations, and the destination of the migrants. In
this paper, 1 develop random dynamic migration
window method that controls the size and the
frequency of migrations. In addition to this, I design
new genetic migration policy that selects the

destination of the migrants among the slaves.

The rest of this paper is organized as follows.
Section 2 presents the related works and section 3
explains random dynamic migration rate, and section
4 describes the distributed genetic algorithm using
multi-slave. Section 5 summarizes the methods of
the experiments and the result. The remaining
section presents the conclusion and outlines areas
for future research.

2. Related Works

2.1 Distributed Genetic Algorithms

Distributed  genetic  algorithms have received
considerable attention because of their potential to
reduce the execution time in complex application.
The basic idea behind many parallel programs is to
divide a task into chunks and solve the chunks
simultaneously using multiple processors. One
common method to parallelize genetic algorithm is
to use multiple demes (populations) that occasionally
exchange some individuals in a process called
migration.

The first method to parallelize genetic algorithm is to
do a global parallelization. A more sophisticated idea is
used in coarse-grained parallel genetic algoritm. In this
case the population of the genetic algorithm is divided
into multiple subpopulations or demes that evolve isolated
from each other most of the time, but exchange
individuals occasionally. Sometimes coarse-grained parallel
genetic algorithms are known as distributed genetic
algorithms. The third approach in parallelizing genetic
algorithm uses fine-grained parallelism. We can recognize
that some very important issues are emerging. First,
parallel genetic algorithms are very promising in terms of
the gains in performance. Second, parallel genetic
algorithms are more complex than their serial counterparts.
In this paper, the distributed genetic algorithm is based
on the multiple population structure that has the potential
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of providing better near optimal value and is suited for
parallel implementation. And distritated genetic algorithm
executes a conventional genetic algorithm on each of the
distributed populations

2.2 Genetic Algorithm for the TSP

The studies on genetic algorithms for the TSP
provide rich experiences and a sound basis for
combinatorial optimization problems. Major efforts have
been made to achieve the following. 1. Give a proper
representation to encode a tour. 2. Devise applicable
genetic operators to keep building blocks and avoid
illegality. 3. Prevent premature convergence. Permutation
representation has an appeal not only for the TSP but
also for other combinatorial optimization problems. This
representation may be the most natural representation of
a TSP tour, where cities are listed in the order in
which they are visited. The search space for this
representation is the set of permutations of the cities.
For example, a tour of a 17ty TSP 1 - 2 - 3 -
4 -5-6-7-8-9-10-11 - 12 -
13 - 14 - 15 - 16 - 17 is simply represented as
follows: <1 234567891011 1213 141516
17>. The strength of genetic algorithms arises from the
structured  information  exchange  of  crossover
combination of highly fit individuals. Until recently,
three crossovers were defined for the path
representation, PMX(Partially-Mapped), OX(order), and
CX(cycle) crossovers. OX proposed by Davis builds the
offspring by choosing a subsequence of a tour one
parent and preserving the relative order of cities from
the other parent. During the past decade, several
mutation operators have been proposed for permutation
representation, such as inversion, insertion, displacement,
and reciprocal exchange mutation. Reciprocal exchange
mutation selects two positions at random and swaps the
cities on these positions. The reproduction simply copies
the selected parents of all genes without changing the
chromosome into the next generation.

Selection provides the driving force in a genetic
algorithm, and the selection pressure is critical in it.
In rank selection, the individuals in the population

are ordered by fitness and copies assigned in such a
way that the best
predetermined multiple of the number of copies than

individual receives a
the worst one. TSP has an extremely natural
evaluation function: for any potential solution (a
permutation of cities), we can refer to the table
with distances between all cities and we get the
total length of the tour after n-1 addition operations.

3. Random Dynamic Migration Rate

A migration rate that controls how many
individuals migrate, and a migration interval that
affects how often migrations occur. In the majority
algorithms,
migration is synchronous meaning that it occurs at

of coarse-grained parallel  genetic
predetermined constant intervals, but it can also be
asynchronous so that there is communication
between demes only after some events occur.
Whenever the
migration rate varies at random. The variation is

migration  occurs,  dynamic
from 1 to . The @ value is generated at random
within 20% of the population size each migration.
For example, first migration rate is 3 and second is

5, etc.

4. Distributed Genetic Algorithm using
Multi-Slave

A new distributed genetic algorithm with multiple
populations using multi-slave model for the TSP is
illustrated in [Fig. 1].

[Fig. 1] Distributed genetic algorithm structure
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In the multi-slave model, master maintains the
lists of partial results that they are sent from slaves.
At first, master generates the population and divides
them into subpopulations. It sends them to slaves.
The slaves execute a conventional genetic algorithm
on their subpopulation: fitness evaluation, selection,
crossover, mutation and periodically return their best
partial results to the master. The master stores the
partial results in lists. Then, master searches the
lists and selects two slaves that have bad partial
results and sends the migration window size to
selected slaves. The selecied slaves exchange the
subpopulations according to the migration window
methods. After the first migration occurs, slaves
execute the conventional genetic algorithm on their
fraction of the population and then send a result to
master again. To select the destination of migrants
again, master compares the lists and picks up ¢
slaves that have both bad partial result and less
difference than threshold. 1 compute the difference
as follows :

| G - D partial result -~ in partial result | <

threshold. (1)

Threshold is variable. As the number of
generation increase, threshold is decreasing. The
master generates neighbors according to all possible
permutations of selected slaves and evaluates all
neighbors and then selects the best
destination of the migrants to avoid the premature

one as

convergence. Master sends the migration window
size to selected slaves. The selected slaves again
exchange the to the
migration window methods. Continues these works
to find near optimal for the TSP.

The migration events occur per

subpopulations  according

the given
migration frequency rather than every generation to
reduce the communication time.

5. Experiments and Results

The hardware used is a collection of the PCs
10Mbit/sec  Ethernet. The
parameters of the genetic algorithm described in this

connected with a

experiment are shown in <Table 1>,

<Table 1> Parameters

Size and rates
Population size Variable size
The number of generation | Variable size (50-100)
Crossover rate 0.6
Mutation rate 0.1
Inversion rate 0.1

TSP instances are taken from the TSPLIB[11]. In
the experiment, dynamic migration window size
starts with 1, after the first migration window size
increase 1. So, window size become 2, continue
until window size is equal to 20% of population.
The second method, whenever migration occurs, the
dynamic migration window size varies at random
from 1 to 4. The ¢ value is generated at random
within 20% of the population size. And migration
occurs per 30, 20 or 10 generations in order to
rather than each
generation. {Fig. 2] shows the results using variable

reduce communication time

migration rates.

r. Migration @ Non m'gratial

0.1 0.15 0.2
Migration rates

[Fig. 2] The results using variable migration rates
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6. Conclusion and Future works

TSP is a well-known combinatorial optimization
problem and belongs to the class of NP-complete
problems, various techniques are required for finding
optimum or near optimum solution to the TSP.

This paper designs a distributed genetic algorithm
in order to reduce the execution time and obtain
more near optimal using multi-slave model for the
TSP. Distributed genetic algorithms with multiple
populations are difficult to configure because they
are controlled by many parameters that affect their
efficiency and accuracy. Among other things, one
must decide the number and the size of the
and the
destination of the migrants. In this paper, I develop

populations, the rate of migration,
random dynamic migration rate that controls the size
and the frequency of migration. Also I propose new
migration policy that selects the destination of the
migrants among the slaves.

In the future work, I will find more optimal
dynamic migration rate, (, and more efficient
migration policy to solve the TSP. Also, 1 will

study the effect of migration on preventing
premature  convergence and will design more
efficient  distributed  genetic  algorithm  for

NP-complete problems.
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