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Abstract

The present study describes a combination method to recognize the human affective states such as anger, happiness, 

sadness, or surprise. For this, we extracted emotional features from voice signals and fecial expressions, and then trained 

them to recognize emotional states using hidden Markov model (HMM) and neural network (NN). For voices, we used 

prosodic parameters such as pitch signals, energy, and their derivatives, which were then trained by HMM fbr recognition. 

Foi facial expressions, on the other hands, we used feature parameters extracted from thermal and visible images, and 
these feature parameters were then trained by NN fbr recognition. The recognition rates for the combined parameters 

obtained from voice and fhci시 expressions showed better performance than any of two is이ated sets of parameters. The 

simulation results were also compared with human questionnaire results.
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I. Introduction

Iji the human-computer interaction, it wo나d be a quite 

use fill if a computer can recognize the affective states of 

human being in the course of communication. Namely, the 
hunian-computer interface could be made to respond 

differently if computer or robot system perceives the 

human feelings or mental states. The computer system can 
interact with persons in a friendly maimer. For example, 
the system can play a comfortable music or advise the 
person to relax when the user is checked as a tired or 
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unhappy state. Therefore, understanding those nonverbal 
communications have been one of the most important 
subjects for the ultimate goal to a humanlike robot, so 

that our future society would be more convenient.
Recently, many studies have been conducted on 

analyzing or recognizing the individual nonverbal charac­

teristics such as emotion시 factors contained in voices, 

facial expressions, or body gestures etc. Therefore, it is 
one of the essential issues to study real aspects of human 

emotional expressions. However, there are still few 

reports considering and judging nonverbal information, 
such as emotion, of human being totally.

This study aims more natural human-computer interface 
with total understanding of human emotional states. In 
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this paper, the informative integration between voice and 

facial expression was proposed and practically simulated 

by extracting emotional features and then recognizing 
emotional states after training process. This was realized 

by presenting the integration method among human speech, 
visible and thermal facial expressions, and by improving 
the modeling method of emotional states using hidden 

Markov model (HMM) and neur기 network (NN).

II. Emotional Feature Extraction

For recognizing emotional states in both voice and facial 

expression, we need to extract emotional feature parameters 
from each of them. In a part of voice, we first analyze 
voice signals that might contain emotional information 

including four kinds of feature parameters. In a part of 
facial expressions, we extract useful feature parameters 

from visible and thermal image.

2.1. Emotional Feature Extraction from Voice
The prosody[l-4] is known as an indicator of acoustic 

characteristics of vocal emotions[5,6]. In this study, we

Figure 1. Examples of speech waveform labeled by two parts 

/Ta/ and /Ro/.

used four kinds of prosodic parameters, which consist of 

pitch, energy, and each derivative element. The pitch 

signaE in voiced regions were smoothed by a spline 

interpolation. In order to consider the effect of a speaking 

rate in voices, furthermore, we incorporated discrete 

duration information[7,8] in the process of training using 

HMM.
We analyzed the feature parameters from the speech 

waveform shown in Figure 1, considering only the voiced 

regions as data points. All speech samples were labeled

frequency

Figure 2. Pitch signals for emotional feature parameters in 

vocal emotions.
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at the syllable level (for example, /Ta/ and /Ro/) by 
manual segmentation in order to train emotional models.

Figure 2 and 3 shows the examples of the pitch and 
energy signals extracted from each emotional speech that 

was spoken by a female actress. Particularly, it was 

noticed in the figures that frequency and energy level in 
angry state were the highest among five kinds of emotional 

feature signals such as anger, happiness, normal, sadness 

and surprise. Figure 4. Examples of face images of VR (a) and IR (b).

2.2. Emotional Feature Extraction from Visile 
and Thermal Image of Face

Many studies have been performed to tackle the issues 

of understanding mental states of human being through 
facial expressions[9,10] using ordinary visible camera. 
However, those trials still seem to be tough jobs since 

there is a only slight difference among various facial 

expressions in terms of characteristic features for the gray 
level distribution of input image using visible ray (VR). 

In addition to the existing method using VR, thus, we have 
attempted to apply thermal distribution image to the 

recognition of facial expression using infrared ray (IR).
Figure 4 illustrates the examples of female face images 

by VR and IR. The VR image has the shortcoming that 
the recognition accuracy of facial expression is greatly 
influenced by lighting condition including variation of 

shadow, reflection, or darkness. However, it is perfectly 

overcome by exploiting IR that is independent of any 

those conditions.

When the face images are given to recognizer, first of 
all, it is necessary to correctly extract face-part areas that 
are important for better perfbrmance[ 11-13] in recognition 
of facial expressions. Figure 5 and 6 show blocks for 
extracting face-part areas that consist of three area fractions 

in VR image and six fractions in IR image, respectively. 
These blocks were decided based on the psychological and 

experimental studies. Each normalized area fractions were 
then used for extracting the values of feature parameters.

In next step, we generate differential images between 

the averaged neutral face image and the test image, which 

formed from the extracted face-part areas to perform 
discrete cosine transformation (DCT). Figure 7 illustrates 

the procedure of extracting characteristic features of 

emotional states from VR and IR image, respectively.

of Mouth
16pix이 48 pixel 16 pixel

of Mouth

Figure 6. Extraction of blocks for face-part area in IR image.
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Figure 7. Procedure of extraction of emotional features from VR 

and IR facial images.

III. Recognition of Emotion

In case of processing the emotional voice, speech signals 
are first analyzed for pre-processing of emotion recognition. 
Table 1 illustrates the experimental conditions in an 

analysis of speech signals. We extracted emotional feature 

parameters such as pitch, energy, pitch regressive coe­

fficient (RGC)[7,8]S energy RGC, and discrete duration 
information.

We train emotional models using emotional features and

Ta비e 1. Analysis of speech signal.

■ Sampling rate 16 Khz, 16 티t

Pre^emphasis 0.97

Window 16 msec. Hamming window

Frame period 5 ms

Feature parameters
pitch signal, energy, pitch RGC, energy 

RGC, discrete duration information

label information based on HMM with three states, and 
then perform recognition tests. Figure 8 shows a basic 

concept of the training and recognition using HMM.

In case of processing the facial images, on the other 
hand, VR and IR images are first analyzed for pre­

processing of facial expression recognition. We then train 

and recognize emotional states in facial expression using 

NN as shown in Figure 9. The unit number of hidden layer 

in NN is decided experimentally for improving the recog­
nition accuracy. The unit number of output layer is the 

number of facial expressions that should be recognized. 
In this study, 78 and 57 bits of feature parameters are used 
as an input data for NN with three layers.

For the integration of emotional information from voice 
as well as VR and IR images, the weighted summation 
Sj fbr the emotional state i is calculated by S?= 力 羽丿 

where xiti is an output value (1 or 0) for an emotional 

state i using a method j. Therefore, the recognition results 
are chosen when S is maximum. The combination among 

three different kinds of recognition accuracies forms to

Figure 8. Concept of the training and recognition of emotional 

states using emotional HMM.

Input Feature Parameters

Output Emotional States

Figure 9. Neural networks for the training and recognition of 

emotional states.
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4.2. Questionnaire Results
We first examined human performance on three different 

types of questionnaire. The emotional states of speech, 

image samples, and both of them were subjectively 
estimated by total 21 students who consisted of 14 male 

and 7 female collage students. Table 2 shows three 
different results of human performance. It was shown in 

this table that average recognition rates for five emotional 
states are 84.0 %, 82.4 %, and 92.5 %, when presenting 

emotional voices, facial expressions, and both of them, 
respectively. From these human performances, it was 

noticed that the que까ionnaire results integrating both 

voices and images gave better performance than those 

separately obtained from voices or images.

Recognition of Emotional state

Figure 10. Procedure of recognizing emotional states contained 

in voice and facial expression.

integrate each source for better recognition of emotional 

states. Figure 10 shows the overall procedure of recog- 
nizng emotional states using integration method among 
three different sources.

IV. Experiments and Discussion

4.1. Database
The samples consisted of semantically neutral utterance, 

Japanese name 'Taro', spoken and acted by 3 actors, 2 
actresses, and 1 female professional announcer. We recorded 
voices and image sequences simultaneously, simulating 
five emotional states such as angry, happiness, normal, 
sadness, and surprise. We assembled total 100 samples for 
emotional expressions as training data and 50 samples as 
test data. In order to confirm whether the te마 data is 
objectively valid in representing emotional states, we 
performed the questionnaire experiments by getting persons 
to look and listen the data. In the next step, the same data 
was used in the computer simulation experiments based on 
the suggested method. Therefore, the validity of 
emotional state of data would be examined and compared 
between two experimental results. Moreover, these two 
kinds of experiments are important for investigating the 
difference between human cognitive power and computer 
discrimination ability.

Table 2. Human performance for five different emotional states 

on emotional voices(a), facial expressions(b), and both 

emotional voices and images(c).

Input emotion

Ang. Hap. Neu. Sad. Sur.

Output

Ang. 86.2 7.7 5.7

Hap. 2.8 75.7 1.2 0.5 4.3

Neu. 1.9 97.1 2.9

Sad. 1.4 2.9 1.7 99.5 25.7

Sur. 9.6 11.8 61.4

a) Human performance on emotional voices

Input emotion

Ang. Hap. Neu. Sad. Sur.

Ang. 56.7 4.0 2.7 2.7 5.3

Hap. 3.3 90.0 3.3 2.7

Output Neu. 15.3 2.0 94.0 2.0 11.3

Sad. 21.3 2.0 2.7 92.0 1.3

Sur. 3.3 2.0 0.7 79.3
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4.3. Simulation Results
We examined how effective our integration method 

among three different sources was, when simulation results 
were compared with human performance. We performed 
the recognition of emotional states over the same test data 
used in questionnaire test. Table 3 shows the recognition 

accuracies for each emotional state in the case of emotional 
voices, VR and IR facial expressions, and total recognition

Table 3. Recognition acc니「acies for five different emotional states 

on emotional voices(a), VR faci기 expressions(b), IR facial 

expressions(c), and integration method(d).

Input emotion

텨絵*M達션m츠. Ana g Neu. Sad. Sur.

Ang. 80 20 20 10

Hap. 20

Output Neu. 10 i(n 10 20

Sad. 50 10

Sur. 20 50 20 60

(a) Recognition acc니racy for emotional voices 나sing HMM

Input emotion

Ang. Heg Neu. Sad. Sur.

Output

Ang. 40 40 20 30

Hap. 50 60 10

Neu. 70

Sad. 10 40

Sur. 30 30 70

(d) Total recognition accuracy 니sing integration method

Input emotion

■^奘底^^套혗亲
Ang. Hap. Neu. Sad Sur.

Ang. 60 10

Hap. 20

Output
Neu.

Sad. 50 10

Sur. 10 20 一끄」
20No Ans. 30 80 10 20

accuracies using integration method among three different 

recognition results.
As shown in this table, the average recognition rates for 

five emotional states are 62.0 % 56.0 %, and 48.0 %, when 
using emotional voices, VR and IR facial expressions, 
respectively.

Overall results are shown in table 3(d) that the total 

recognition rates amount to 85.0 % (except for no answers) 

for emotion recognition. Moreover, we could see that the 

simulation result (85.0 %) using integration method app­

roached human performance (92.5 %) using both emotional 

voices and images, in spite of slightly low rate compared 

with questionnaire counterpart.

From the simulation experiments, there are some issues 

to have to take into account. The one thing is that the 

failure of emotion recognition in both cases of VR and 

IR facial expressions was mai이y due to the difficulty to 

correctly extract face-part area because of the change of 

the face-orientation of subject. Therefore, it would be 

useful if the face recognition can be preceded by the 

perfonnance of emotion recognition. The other thing is 

that the individuality of h니man feeling or states of mind 

is one of the important issues. This problem would be 

solved by producing more reliable standard models made 

from a large number of emotion database acquired from 
many subjects.

V. Con이니sion

This paper has described the new integration approach 
of recognizing human emotional states contained in voices 

and facial expressions. The emotional parameters were 

trained and recognized by HMM and NN for voices and 
images, respectively. The recognition results showed that 

the integration method of recognizing emotional states in 
both voices and images gave better perfonnance than any 
isolated methods, which also gave similar results to human 
questionnaire. Therefore, it was noticed that the discrimi­
nation ability of computer simxilation had a possibility for 
realizing a humanlike robot as an ultimate goal.
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