192 Jie Yang #+ : Adaptive data Hiding based on Turbo Coding in DCT Domain

=2-02-07-2-12

Adaptive Data Hiding based on Turbo Coding in DCT Domain

Jie Yang®, Moon Ho Lee** and Chen Xinhao™**

Abstract

This paper develops a novel robust information hiding tecanique that uses channel codes derived from the error-correcting
coder. The message encoded by the turbo encoder is hidden in DCT transform domain of the cover image. The method exploits
the sensitivity of human eyes to adaptively embed a visually recognizable message in an image without affecting the perceptual
quality of the underlying cover image. Experimental results show that the proposed data hiding technique is robust to cropping
operations, lossy JPEG compression, noise interference and secure against known stego attacks. The performance of the proposed

scheme with turbo coder is superior to that without turbo coder.

1. Introduction

Steganography is an ancient art of conveying message
in a secret way such that only the receiver knows the
existence of messagem. The techniques of steganoggraphy
are classified into linguistic steganography and technical
steganoggraphym. The former consists of linguistic or
language forms of hidden writing. The later, such as
invisible ink, tries to hide message physically. One
disadvantage of linguistic steganography is that users
must equip themselves to have a good knowledge of
linguistry. With the development of the Internet
technologies,  digital transmitted
conveniently over the network., Therefore, messages can
be secretly carried by digital media by using the
steganography techniques, and then be transmitted
through the Internet rapidly.

Steganography, where the occurrence of communication
is concealed, differs from cryptography in which

media can be
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communication is evident but the content of that
communication is camouflaged. To be wuseful a
steganographic system must provide a method to embed
data imperceptibly, allow the data to be readiy
extracted, promote a high information rate or payload,
and incorporate a certain amount of resistance to
removal >, Steganography simply takes one piece of
information and hides it within another. Computer files
(images, sounds recordings, even disks) contain unused
or insignificant areas of data. Steganography takes
advantage
information. The files can then be sent or transported
without anyone knowing what really lies inside of them.
An image of the space shuftle landing might contain a
private letter to your lover. A recording of a short
sentence might contain your company's plans for a
secret new product. Additionally, steganography can be
used to place a hidden “trademark”™ in images to be
placed on Web pages.

Fig. 1(a)illustrates the basic elements of the
traditional communication model. The encoder maps a
message into a sequence of symbols drawn from some
alphabet. The modulator converts a sequence of symbols
into a physical signal that can travel over the channel

of these areas, replacing them with
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Fig. 2. The block diagram of the proposed steganographic model

In Figl (b), we show one way in which watermarking
can be mapped into this framework. A message is
embedded in a digital image by the stegosystem
encoder, which uses a key or password. The resulting
stegoimage is transmitted over a channel to the receiver,
where it is processed by the stegosystem decoder using
the same key. During transmission the stego image can
be monitored by unintended viewers who will notice
only the transmission of the innocuous image without
discovering the existence of the hidden message. Here,
the modulation step is replaced by the step of
embedding the encoded message into some media
content and the demodulation step is replaced by the
step of extracting the (possibly corrupted) watermark
signal from the received signal.

This paper develops a novel robust information hiding
technique that uses channel codes derived from the
error-correcting coder. The methodology encompasses
derivation of a general theory of steganographic
communication, including image processing, information
security, the DCT transform and design of an adaptive

data-hiding techrﬁque. The message encoded by the
turbo encoder is hidden in DCT transform domain of the
cover image. The proposed method exploits the
sensitivity of human eyes to adaptively embed a visually
recognizable message in an image without affecting the
perceptual quality of the underlying cover image. The
simulating Gaussian noises, lossy JPEG compression and
cropping are operated to the stego image (We think
these independent operations for stego image to be
noise.). The error messages extracted with noises are
corrected with turbo-decoder. Experimental results show
that the proposed scheme can successfully resist the
different intensity noises.

II. The Proposed Steganographic Model
2. The block diagram of the proposed scheme

Fig. 2 shows the block diagram of the proposed
steganographic model. The input messages can be in
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any digital form, and are often treated as a bit stream.
The embedding messages are pseudo-randomly permuted
to form a new binary sequence, the encrypted message.
The pseudo-random permutation is can be done using a
linear feedback shift register. By setting the state of the
shift register by the key_1, a pseudo-random sequence
can be generated that is then recoverable by resetting
the shift register to its original state. The shift register
can be applied in two fashions, The first option is to use
the shift register to generate a random sequence of new
row and column indices for the two dimensional
watermark. This option requires repeated applications of
the shift register for both the row and column indices.
This is due to the fact that the row and column indices
must fall in the range given by the size of the message.
Thus, an entirely new set of row indices must be
generated for a single column index. The second option
is more direct and easier to implement. First, a raster
scan of the watermark image is performed to generate a
single row vector from the watermark. The elements of
this row vector can then be pseudo-randomly permuted
into a new row vector via a single execution cycle of
the linear shift register. The shift register must only
perform one permutation of the indices of the raster
scan vector. A new raster scan vector is then generated
by assigning the elements from the old raster scan
vector to the positions of the new vector, as given by
the newly generated indices. The scrambled messages
are then constructed by performing the inverse raster
scan process on this vector. This second method is
implemented in this experiment.

2. Error Control Coding (ECC)

The encrypted messages are then encoded in the ECC
coder in order to correct errors that are caused by the
modification of the noises of the channel. Any
error-control code that is capable of correcting the bit
error rate (BER) can be used in our model. We
investigated the performance of turbo codes, a recent
development in error control [5][6][7]. in our system.
Turbo codes, also known as parallel concatenated

systematic convolutional codes thal use two binary
convolutional encoders and an interleaver, have been
shown ' to operate very close to Shannon's limit with
reasonable decoding complexity. A standard turbo coder
scheme that uses rate 1/3 convolutional encoder is
shown in Fig.3. The fundamental idea is to encode a
message bit using the first encoder to generate 3 bits,
consisting of the message bit and 2 parity bits. The
message bits are interleaved and used as input to the
second encoder, producing an additional set of 2 parity
bits. Each code is systematic (the information bits are
part of both encoded sequences), we need only to send
one copy of the information.

1 m
Convolutional
m{ Encoder #1 |7 D!
2
Interleaver
T ] _ | Convolutional D;
Key_2 1 Encoder #2 |7 > 2
2

Fig. 3. Turbo Coding Encoder

3. Embedding Process

Embedding technique based on the discrete cosine
transform(DCT) and adaptively data-hidden is proposed in
this paper. Let H ={a(i,/),0<i<M,0< <N}
Where h(%,7) is the intensity of pixel (4,7). be the
cover image of size MX N, it is divided into non-
overlapping blocks of size 8 X8 pixels, Let B
represents 7-th non-overlapping block of 8 X 8 pixels of
the cover image. Let D" ={d"(,j)|0<i,j<T}
represents the 8 X & DCT coefficients corresponding to
B, r=12.., (MXN)/(8X8). The messages are
essentially embedded in the middle band of DCT
domain, that is IV, to make a tradeoff between visual

degradation and robustness. The location embedded
should be decided by the key_ 3. The selected M middle
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band coefficients on each DCT domain are recorded in
zig-zag scanning order, where M is the numbers of
middle band coefficient and should be p times. And
then, the M coefficients are divided into non-overlapping
blocks of size 1 X p. Let B/ ={e"(k) | 1 < k < p}
be the blocks of size 1 X p, t=12... M/p. The bit is
inserted in the following Step:

1. Sort the DCT domain pixels in block EX in an ascending
order based on their intensity values.
2. Compute the average Goean the minimum ¢.:.and the

maximum g5 0f the intensities of the DCT domain pixels
in B Thatis

r 1 Z r k
9 mean _;kz___le (k) m
Ghin = min(e’ (k)| 1S K < p) ?
Grmax = Max(e” (k),| 1Sk < p) (3)

3. Classify each DCT domain pixel in £ into one of two

categories, based on whether its intensity value is above or
below the mean of the block:

e"(eZy if € (k)>dpean 4

(ke Z, it ¢ (k)< dmean (5)

where Zy and Z; are the high and low intensity classes,

respectively.
4, Compute the means, ™. and ™g, for the two classes, Zy

and Z;
5. Define the contrast value of block £, as

Cg = max(Crin (G max ~ Imin ) (6)

where « is a constant and Cni, IS a constant which
defines the minimal value a DCT domain pixel's intensity
can be modified.

6. Given the value of coded message b. is -1 or 1, modify
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the DCT domain coefficients in £, according to:

if by=1, for k=12,...p.
Goax » U € (k)>my
()= s I 1, 2 (K) <Gy (M
e’ (k)+0,if otherwise

if by=-1, for k=12,...p.
qmin ’l:f e"(k) < mL

e:?w (k) = qmean ’ l.f qmean < e’ (k) < mH
e (k)-08,if otherwise

(8)

where e,,,(k) is the new intensity value for the

coefficient in DCT domain which had original intensity
value e"(k) and ¢ is a random value between 0 and
Cr. When the sender has finished the embedding
process, the created stego-image are H' are then sent to

the receiver. The extracting process done by the receiver
will be described in the next subsection.

4. Extracting Process

When the receiver receives a stego-image, the same
stego-keys are used to extract the hidden messages
from the stego-image X. The extraction of a message is
similar to the embedding process while in a reverse
order. In the proposed algorithm, the extraction of a
message must refer to the cover image. First, the
stego-image is divided into non-overlapping blocks of
size 8 X8 npixels, Let p" represents r-th non-

overlapping block of 8 X 8 pixels of the stego-image X.
Let O'={0"(4,7) |0<4,j< T}
8 X 8 DCT coefficients corresponding to p’, 7=12..,
(M N)/(8 X 8). Select M middle band coefficients

on each DCT domain with stego-key__3 are recorded in
7ig-zag scanning order, where M should be p times.

And then, the
non-overlapping blocks of size 1 Xp. Let Fl=

f7(k) | 0 < 4,7 < 7}be the blocks of size 1Xp,

represents  the

M coefficients are divided into
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and S7(t). of F} and E. respectively. The bit value
b, is determined by comparing Sft(t) and S;(1).

b =j1 if SH(t)>S;(1)
[ 0 otherwise

(9

The extracted message bit values, b.s. and

corresponding parity checks are then decoded via an
iterative turbo decoder with key 2, as show in Figd.
The decoder has a soft-input/soft-output decoder for
each of the encoders along with a deinterleaver, These
decoders take turns operating on the received data,
forming and exchanging estimates of the message bit.
At last decoded message are inversely permuted to get
"the reconstructed messages with key 1.

m | soft n/out > 1My
»| Decoder #1 o

D —d

Y

interleaver Interleaver” Interleaver

Key/2 I A A

>

Soft In/Out

2 ™! Decoder #2

Fig. 4. Turbo Coding Decoder

. The System Security

In steganographic system security is related to the
prevention of detection of any hidden communication by
a hostile party 8] We assume that the embedding
technique and the cover image are both available a
known to the public, ie. we consider the case of known
stego attack ™). According to o1 4 stego system is called

€ -secure if

P
D(P,||P)=) P, log £<¢ (10)

N

where P¢ represents the distribution of the cover

object, Ps represents the distribution of the stego object
and D(P¢| Ps)
between the two probability distribution. For a perfectly
D(Pg| Pg)=0.
Furthermore, if an observer examines the difference
(residual) between the two images, the resulting signal
looks like white noise that has Gaussian distribution in
both spatial and transform domains. Since the Gaussian
noise has the highest uncertainty of all distributions for
a given variance 1oy By examining the residual signal it
is very difficult to assert whether this signal resulted
from covert communication or due to some random
transmission noise. Even if an observer suspects that
some covert communication is taking place, it is not
possible to extract any useful information by observing
the difference signal.

represents the relative entropy

secure system we must have

IV. Experimental Results

In the simulation, to evaluate performances of our
proposed data hidden algorithms, we take the popular
image "Lena” as the cover image (cover image size
512x512, Figh) and set hiding data to be a stream of
64x128 bits. The stego-image and the extracted message

(a) (b)
Fig. 5. (a)The cover image (b)The hiding message
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of coefficients, Sf(¢t)and S (t), of F} and K
respectively, The bit value b,f, is determined by the
equation(9). To test and verify the robustness of our
algorithm, the sego-image is attacked by JPEG
compression, cropping and Gaussian noise, as shown in

(a) (b) Table 1 to Table 3 and Fig7 to Fig9. The similarity
Fig. 6. (a)The sego-image (b)The Extracted message measurement “NC” between the original message M and

are shown in Fig. 6. The turbo code encoder using rate the extracted message 15 defined as

1/3 convolutional encoders in the experiment. We also set e

. . 2xm(i, jym(i, )
p=4, M=24, The M middle band coefficients on each NC=ll an
DCT domain with key_3 are recorded in zig-zag .Z?[’”(”f ]
scanning order, and then, these coefficients are divided

into non-overlapping blocks of size 1X4. Let JPEG is the important standard for still image

thr ={f" (k) 11<K<4} be the blocks of size 1 4t compression, so we compress the stego-image at various

levels of quality factors and show the corresponding
=12..M/4. r=12... (M N)/64. Calculate the sum correlation of the retrieved message. The results show

(a)

Fig.7 The message retrieved from the stego-image 'Lena” after JPEG compression with different compression ratio. (a)PEG Compression ratio=17.71
(NC=0.8633) (b) JPEG compression ratio=18.18 (NC=0.8053) (c)JPEG compression ratio=19.69 (NC=0.7862) (d) JPEG compression ratio=23.69 (NC=0.786)

(b)
“ig. 8. The message retrieved from the stego-image "Lena’ after cropping. (a)Remaining ratio=62.87% (NC=0.8279) (b)Remaining ratio=72.31% (NC=0.8624
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Fig. 9. The message retrieved from the stego-image "Lena” under Caussian noise with different noise (a)Gaussian noise, B =20% (NC=1.0000)
(b)Gaussian noise, B =30% (NC=09194) (c)Gaussian noise, # =£0% (NC=0.8018) (d)Gaussian noise, # =50% (NC=0.7462)

that our algorithms can achieve good correlation at the
higher compression ratio, see Fig.10. To measure tte
difference between original and extracted message, we
use peak signal (original message) to noise (the difference
of original and extracted message) ratio, It is defined as

PSNR = 201og10(b/ rms) (12)

Table 1. The NC value and Bit Error Rate (BER) under JPEG lossy
compression with different compression ratio

JPEG compression with different compression ratio

Compression ratio| 8.2100 | 9.7000 | 11.2300 | 14.5000 | 17.7100
NC 0.9998 | 09812 | 09490 | 09148 | 0.8633
BER(Bit err rate) | 0.0002 | 0.065% | 0.0766 | 0.1855 | 0.3866

Table 2. The NC value and Bit Error Rate (BER) under Gaussian noise
with different noise intensity

Gaussian noise with different noise intensity
3 value
(Gaussian_noise) 10% 0% 0% 4% 50%
PSNR(dB) 224436 | 20.7059 | 19.3280 | 18.2354 | 17.3537
NC 1.0000 1.0000 09194 0.8018 0.7462
BER(Bit err rate) 0 0 0092 1 0.194 0.2451

Table 3. The NC value and Bit Error Rate (BER) with remaining ratias
after cropping

Remaining ratios after croppin
Remaining ratios | 95.70% | 87.89% | 72.31% | 68.81% | 58.59%
PSNR(dB) 19.0671 | 153946 | 11.5654 | 10.5816 | 9.9653
NC 1.0000 | 09710 | 0.8714 | 0.8261 0.8053
BER(BIt err rate) 0 0.0300 | 0.1292 | 01727 | 0.245

1.05- - e .
1..
095

09
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0% 8 10 12 14 16 8

Compression ratio

Fig. 10. A comparison of normalized cross correlation values for variant
JPEG compression.

where b is the largest possible value of the signal,
(typically 255 or 1), here b=1, and mmns is the root
mean square difference between two images.

We add simulating noises in Gaussian noise to
stego-image, H .

X=H+B*N 13)
its amplitude
ranges are 0~1. We increase noise intensity parameter
B from 10%~50%, so the stego-images with different
intensity noises can be gotten. We estimate the mean

Where N is Gaussian noise signal,
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and the variance of the DCT coefficients of the stego
and cover image. Their means of the coefficient
distribution is the same, equal to 0.5029. The value of
the variance for the stego image is 01712, while the
value of the variance for the cover image is 0.1677.
Fig1l shows the distribution of the cover and stego
images in the transform domain. Their distributions look
similar. The pdf of the cover signal is close to follow a
Gaussian  distribution™™,  This  distribution s
determined by its mean and variance. Therefore, when
we take their difference and divide the result by their
product the ratio Pg/Pg= 1, which means the two

distributions are close and D(Pg| Pg) = 0. Figl2

shows the spatial distribution of the difference between
the cover and stego image and a histogram of it. It is
obvious that the residual signals follow a Gaussian
distribution. Even if an observer suspects that some
covert communication is taking place, it is not possible
to extract any useful information by observing the
difference signal. Hence the system is secure, Fig.l3
shows the comparison of bit error rate with turbo coder
and no turbo coder, here the line with star represents no
coder and the line with round represents coder.

HAPK

Gaussian noise

HAPK
Remaining ratio .

(87.89%)
BER=0.030

Remaining ratio

(87.89%)
BER=0.051

Gaussian noise
(20%) (30%) =117
BER=0.1367

Compression ratio

BER=0 BER =0.0962
(a)

Gaussian noise Gaussian noise Compression ratio
(209%) (30%) =177
BER=0.39 BER=0.1132 BER=0.1989

(b)
Fig. 13. The comparison of BER with turbo coder and no turbo coder.
(a)BER with turbo coder (b)BER without turbo coder

V. Conclusion

This paper develops a novel robust information hiding
technique that uses channel codes derived from the
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error-correcting coder. The messages encoded by the
turbo encoder are hidden in DCT transform domain of
the cover image. Comparing with [12], NC values in
Fig.10 are larger than those of [12], (see fig9 in [12]),
with the same compression ratio. Another advantage is
that the proposed method is robust to Gaussian noice.
The reason is that Turbo coder is used in the scheme,
Some error messages extracted from the distorted image
are corrected.

The scheme utilizes the sensitivity of human visual
system to adaptively modify the contents of a set of
blocks of DCT domain. The pixel infensities in a block
are changed adaptively depending on the contrast of the
block. without introducing any distortion and affecting
the perceptual quality of the underlying cover image.
Experimental results show that the proposed data hiding
. technique is robust to cropping operations, JPEG
compression, Gaussian noise. and secure against known
stego attacks by showing that both the perceptual
quality in the spatial domain and the statistical
properties in embedding transform domain of the cover
and the stego images are both similar, Furthermore, the
effect of embedding the data into the image is
equivalent to an additive Gaussian noise. Hence, 1o
evidence of cover communication can be claimed. The
hidden information cannot be extracted unless one has
access to the keys.
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