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| . Introduction

Dynamic Traffic Assignment(DTA), as an embedded
technology in the Advanced Transportation Manage-
ment and Information System(ATMIS), provides a
realistic representation of the traffic flow and
routing behavior by considering traffic variations
in real-time. DTA has become a focus of research
for the last decade and is gradually maturing. Most
DTA models can be classified into two categories:
macroscopic models which are flow-based and micro-
scopic models which are vehicle-based. The macro-
scopic approach uses flow, density, and speed as
the basic variables, and is usually in the form of
analytical models. The microscopic approach, on
the other hand, uses the characteristics of individual
drivers and/or vehicles as variables and usually
uses simulation technology to formulate and solve
the problem.

INTEGRATION(Van Aerde, 1994), DYNASMART
(Mahmassani et al, 1993), and MIT model(Ben-Akiva,
et al, 1997) are well known models in the category
of simulation-based models. In these models, each
vehicle is modeled in detail with its own capability
and restrictions. Thus, the simulation models are
able to offer very detailed dynamic representation
of vehicle movements and driver characteristics,
such as acceleration and car-following behavior, as
well as emulate and evaluate the impact of different
control strategies.

Within the analytical model category, three major
approaches are developed to solve the problem,
including the mathematical programming approach,
optimal control theory and the variational inequality
(VI) approach. The category of the mathematical
programming approach includes some of the earliest

papers in the DTA field those by Merchant and -

Nemhauser{1978), in which a discrete time model
was presented for dynamic traffic assignment with
the objective of minimizing the total cost. Ho(1980)

and Carey(1987) provided some improvements and
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solutions for the M-N model. Jason(1991) presented
a mathematical programming formulation of the
dynamic user equilibrium problem(DUE) and described
a dynamic traffic assignment procedure that can be
applied to large networks to generate approximate
solutions. Han 2000, 2002) explained dynamic
network loading methods in a DTA model by proposing
deterministic queue concept in a link performance
function.

The application of optimal control theory to
dynamic transportation network modeling becomes
attractive because of the time-dependent character-
istics of transportation networks. Luque and Friesz
(1980) formulated the first dynamic system optimal
(DSO) problem using optimal control theory. Later,
researchers such as Ran and Shimazaki(1989), Friesz
et al(1989), and Wie et al(1990) also employed
optimal control theory to study the dynamic system-
optimal and dynamic user-optimal problems.

Since the DTA problem is usually asymmetric and
cannot be formulated as a mathematical programming
problem, the variational inequality approach is be-
coming a powerful tool in the DTA field. Within
this category, the DTA problem can be expressed
as a VI formulation, and the solution methods for
the VI problems, such as relaxation method and
the projection method, are employed to solve the
problems. Research using a VI formulation can be
further classified into two groups: route-based models
and link-based models. Since route-based models
require the enumeration of all the possible routes
in the network, they are not applicable to large
networks. Ran and Boyce(1996) have developed a
set of link-based VI models and solution algori-
thms.

For the purpose of real-time application of the
DTA models, large computational time requirements
of the models pose major challenges. However, these
VI-based DTA models have not been successfully
implemented since the computational times are too

long to respond to time-varying traffic conditions
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and to permit of distribution of appropriate infor-
mation. The main reason of huge computational time
is that the link-based VI models require taking
into considerations whole dimension of link and
time in the formulation and solution algorithm. This
computational speed problem is most serious for
large networks because the size of multi-dimensional
data structure adopted in the DTA models increases
exponentially with linear increasing in the size of
network.

To increase the computational performance of
the DTA models, in this paper, a variational equality
(VE) based route choice condition is derived. In
the VE-based route choice condition, only used sets
in terms of paths, links, and times are considered
in the formulation in order to reduce the size of
feasible solution set compared with the VI-based
approach, which has to deal with the full size of
link and time sets. Through this method, a link-
based analytical DTA model is formulated and
the solution algorithm is proposed to test and
verify the model. The unique feature of the VE-based
route choice condition is that the model can be
designed to consider only used links and entry
times of inflows into those links. A used link is a
link that has traffic visited to it at certain time.
Consequently, the size of the feasible solution sets
is significantly reduced by considerably shortening
the computational time needed to reach an optimal
solution.

This paper is organized as follows. The second
section briefly reviews on the Vi-based route
choice conditions. The VE-based link-based route
choice condition is derived in the third section. A
VE-based link-based DTA model is formulated in
the forth section. A solution algorithm in terms
of physical network approach is described in the
fifth section. Numerical comparison of the VI-and
VE-based DTA model is presented in the sixth
section. This paper is completed with some con-

clusions.
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Il. ldeal Dynamic User-Optimal Route
Choice Condition
1. Notation
Notation used in this paper is shown in (Table 1).

(Table 1) Notations

a,a,d |L da a, used link ink a, unused link

p.p.P IR P, P used route oute p, unused route

LA A AA=AUA): (used link set unused
link set ink set

t.£,f |C . f used time ontinuous time #, unused time

__|CT.T:7=TUT) (used time horizon set onti-
T.T.T |nuous time horizon set 7', unused time horizon
set

_ _IDK,K :K=KuUK) (used time horizon set
K,K,K |iscrete time horizon set K, unused time horizon
set

Discrete departure time interval =

b

Discrete time interval 4

rs |Origination and destination pair

Departure flow rate from origin » to destination
s at time ¢

Jl0)

u_ (1) |Inflow rate on link a at time ¢

v, (1) [Exit flow rate on link « at time ¢

X, (*) {Number of vehicles on link a at time ¢

Cumulative number of vehicles arriving at

® destination s from origin » by time ¢

rs Inflow rate on link @ at the beginning of
P kY (5
time interval &

"ok Exit flow rate on link @ at the beginning of
Gk |2
time interval &

s Number of vehicles on link « at the beginning
Yop (6) o
of time interval &

_ Cumulative number of vehicles arriving at
E” (k) |destination s from origin » by the beginning
of time interval &

A(J) |Set of links whose tail node is j
B(j) |Set of links whose head node is j

Arrival flow rate from origin » toward desti-

e”(t) . .
nation s at time ¢

Mean actual travel time over link a for flows

T,(0) L .
entering link a at time ¢

T (1) Estimated mean actual travel time over link
‘ a for flows entering link A at time ¢
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(Table 1) Notations (continue)

Mean actual travel time for route p between
(7, s) for flows departing origin » at time ¢

UG

Travel cost of link at the beginning of time

QIS k ;
- (k) interval k.

Minimal mean actual route travel time between

LA (7, s) for flows departing origin » at time ¢

2. ldeal Dynamic User-Optimal DUO Route
Choice Condition

The ideal dynamic user-optimal DUO route choice
problem is to determine the dynamic trajectories
of link states and inflow and exit flow control
variables at each instant of time resulting from
drivers using minimal-time routes, given the network,
the link travel time functions and the time-dependent
O-D departure rate requirements.

The dynamic user-optimal(DUO) principle is defined
as the temporal generalization of Wardrops first
principle:

For each O-D pair at each interval of time, if the
actual travel times experienced by travelers departing
at the same time are equal and minimal, the dynamic
traffic flow over the network is in a travel-time
based ideal dynamic user-optimal state.

The above definitions can also be called a pre-
dictive or anticipatory DUO model, since the actual
route time is predicted using the corresponding
route choice model. This model assumes each traveler
will have perfect information about the future
network conditions and will comply with the guidance
instructions based on ideal DUO route choice con-
ditions. Travelers will not regret what decisions
they made before their journeys.

The mathematical description of the ideal route-
based DUO can be written as the extension of
the steady state user optimal condition as below:

nt)-n"@)20, Vr,s 1)

O * e -t @ml=0,  vis @)
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f*(t) =20, Vr,s (3)

The above condition can be expressed as link-
based ideal DUO route choice conditions as follows:

O+t + T OI- 1T () 20,Va=@irs ()

u® ([t + 2 (OHr" O + 1 [t+ 7T (O)] - 77 (1)} =0,
Va=(,j.rs ' (5)

up ([t+7m7 ()] 2 0,Va =G, j), 1,5 6)

Equations (5) show that the used links by
traveler are on the shortest paths in DUO status.
The link-based route choice condition is formulated
as a link-based dynamic user optimal route choice
model.

[I3 @ ®+ft+ 7" 01 -7 ) (7)

ALt + (D] - u [t + 7 ()])de = 0

i, Formulation of VE-Based Link-Based
Route Choice Condition

1. Variational Inequality(VI) and Equality(VE)

The inequality problem is a general problem
formulation that encompasses a set of mathematical
problems, including nonlinear equations, optimization
problems, complementarity problems and fixed point
problems. Variational inequalities{(VI) were originally
developed as a tool for the study of certain classes
of partial differential equations such as those that
arise in mechanics. Variational equalities(VE) can
be considered subsets of VI in the level of feasible
solution set with the same objective value of VI
problem. In this section, we present the definitions
of a variational inequality(VI) and a variational
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equality(VE) problems.

Here we are dealing with a vector of decision
variables X =(x,,X,,":,X,) and a vector of cost
functions #(X) = [f,(X),f,(X),-~f,(X)]. Define G as
a given closed convex set of the decision variables X :
f is a vector of given continuous functions defined on
R". In the dynamic problem, we are concerned with a
vector of control variable u(r) = [u, (¢),u, (1), u, (1)]
and state variable x(t) = [xl(t),xz(t),u-,xn(t)] and

their dynamic processes
x(1) = h[x(®),u®)] (8)

where the state variables x(t) = [x](t),xz(t),---,xn(t)]
and state equations h=[h, (t),h,(t),---,h, (1)]. As-
sociated with the dynamic processes, there is a
vector of cost functions F(t) = [F, (t),E, (t), -, F, ()]
Each element of the cost function vector is a function
of state and control variables, i.e.,

E®=FE[x@®.u®] i=12-m 9)

Since the state variables X(t) can be determined
by the state equations when the control variables
u(t) are given, the vector of cost functions can be
further simplified as F(t) = [u(t)]. Define G(t) as a
given closed convex set of the control variables u(t).
We assume F(t) is a set of given continuous func-
tions from G(t) to R"(t). Then, we give the follo-
wing definition of the dynamic variational inequality
problem.

[Definition 1]

The infinite-dimensional variation inequality pro-
blem is to determine a control vector u(t) € G(t)
cR"(t), such that

Flu' 0] uw -uw” |20, Yu®e GO  (10)

Equation (4) expresses the fact that from the
minimum point U(t) the function does not decrease

in any direction into the set G(t). Moreover, if the
minimum point is an interior point of G(t). then
we obtain the “variable equality” Fu(t)]=0, a func-
tional equation for the (gradient) operator F.

[Definition 2]
The infinite-dimensional variational equality problem
is to determine a control vector u(t)” e G(t) < R"(t).
such that
Fuwl=0  vuwecw (11)
However, the following definition is also useful
where continuous time problems need to be trans-

formed to discrete time problems and comparisons

need to be made with static problems.

[Definition 3]

The infinite-dimensional variational inequality
problem is to determine a vector x e G cR" such
that

L'F'[u’(t)]- luy-uw he>o, Yu®e Gn  (12)

[Definition 4]

The infinite-dimensional variational equality problem
is to determine a control vector u(t)” € G(t) cR"(t),
such that

[Flohke=0,  vuweco (13)

2. VE-based Link-Based Route Choice Condition

New link-based route choice condition is derived.
This route choice condition can be basis for the
formulation of time-dependent variation equality(VE)
model of link-based dynamic traffic assignment.
For this purpose, the set reduction scheme(SRS)
of time interval and link is applied to represent
a VI-based model as a VE-based model.



The definition of a used link is a link that has
inflows, which depart from any origination at certain
times. In the following, subscript, 3 denotes a used
link a, T denotes departure t from any origin, and
and P a used route p. Then, fi’g indicates a depar-
ture time t from origination r toward used link a
using route p connecting origin r and destination
s. As known from the DUO route choice condition,
when it is visited, the link & must be on any
shortest path P . Furthermore, the departure time
of inflows uf; to the link & is ¢ . Note that this
departure time has a unique value because the
inflows uf; visit the link & in the path p only once.

Based on the above notation, all departure
times from origin to link & can be represented as
a set. Denote T, as a used departure time set to
link 3. Then, conceptually, it can be recognized
that the set T, embraces Ya'g as a possible element.
Equation (14) shows that two cases of mapping
process from each departure time Ygg into t; based
on the assumption that plural used routes pass
through the link 3. The first one is for the case
when each uz departs to the link @ at different
time ©3. In this case, each different ¢ is mapped
to . The second is for when some inflows uf;.
which have different origins or destinations, depart
to the link 3 at the same time t3. In this case,

only one arrival time T{; is mapped to T_.

g €, tp et i G 2l Vr,s,i#j
s € b if g =1t Vr,s,i# ]
(14)

(Figure 1) illustrates the detailed relationship
of used paths, used links, and used departure
time from origin to link 3 based on one OD pair.
Between the OD pair, there are three searched
used paths, p,. p,. and p,. Among these paths,
two paths pass through link 3 at two different
departure times &3 and t3 . Thus, T3 and 1t

are elements of the set T -
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(Figure 1) Relationship of Used Path, Used Links,
and Departure Times

Based on combining two terms g and 7, the
new link-based ideal DUO route choice conditions
can be derived. It follows :

{“ﬁ*(z;) + Ta[’fa + nd*(‘fa - nrj‘(’fa)} =0,
Va =(,]),r1.s (15)

ud (G + 7" (" () + TG + 77 ()]
(0} =0,VE = G, utys (16)

(G +n (G >0, VA=(3,j.rs an

Equation (9) shows that a used link @ at time
t,+r'"(z;) is always on any shortest route de-
parting from origin r in DUO status. Thus this
route choice condition includes only the equality
sign. Note that equation (4) in the previously
proposed DUO route choice condition includes both
equality and inequality signs in order to take
both used and unused links into considerations.
Equation (17) specifies that when a link @ is used,
an inflow always has a positive value. Also, note
that the Equation (6) in the previously proposed
DUO route choice condition includes both equality
and inequality signs to take account of inflows of

link @ for entire departure times.

[Theorem 1]
Link-time-based ideal DUO route choice condition
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AB)-(UD imply Toute-time-based idea) DUO route
choice conditions with positive inflow £2(1,)>0.

If we consider end node j of link any used link
as a destination s, then link-time-based ideal
DUO route choice conditions (15)-(17) apply to
O-D pair rs.

If there is a flow on link 7, i.e. ul(T +7"(%)) >0
from the definition of route choice condition (15)
we have

(7 + ol + 2 (G0 -7"(5)) =0 (18)

Specify p as the used route via link & and the
minimal ideal travel time subroute from origin r to
node 1. Thus, the flow (%) on route p Is positive
at time 7, and we have

NS (B =" (G) + TG + 77 ()] (19
In other words, we have
=y () -1 ()=0 (20)

Note that the above equation applies to any
positive route inflow £°(R)>0 and L=T1.
Thus, 15 () -n"(%;)=0. Thus. equation (20) and
f;'(?ﬁ)>0 imply the route~time-based ideal DUO
route choice conditions (21)-(23).

() -n"(5)=0, V1sp (21)
FER M@ -m@l=0 vesp o
f3()>0,  Vrsp (23)

The proof is complete.
N. Variational Equality Mode! Formulation

In this section, set reduction scheme(SRS) is
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applied 1o refuce the Vi-based provlem as a VB-
based problem. The link-based DTA model is
formulated based on the derived VE-based route
choice condition.

The equivalent variational equality(VE) formulation
of the dynamic user optimal route choice conditions
(15)-(17) can be stated as follows!

ZZf I () 1 0G e (-1 () =0 (24)

where 7, is the maximum size of %.

[Theorem 2]

Variational inequality (7) can be reduced as
variational equality problem (24) by using set re~
duction scheme.

Proof
Let Q7 (1) and Y= {2y be as follows:

QF O =n" O +1,[t+7" (O] -7 (1) (25)

US () =ul{t+ 7% (0] = u [t + 77 (0] (26)

By shinplifying eguation (4) using eguations (25)
and (26), we have

WA ORI (2D

soa

Since time horizon T is summation set of unused
time horizon T and used time horizon T, Le.
T=TuT. It follows that

[ 23erw urwa
-[[ T X @ro-ur o

+f: ¥ QT (- U (0)de (28)

For unused time horizon T, the first terms



dpes not affect the object value, i.e.
_[OTZZ{Q;J"(UU:‘({). Thus, equation (27) can

A~

canmbea reduced as solely used time horizon T. It
follow that

T % rs*
I\ PINCHORAIL

= J’:ZZ{QS‘@) AU (1))dt (29)

Link set A is also summation set of unused link
set A and used link set A, T, i.e., A=AUA.
It follows that

'T 23 rs*
I\ 2207 - UT @)

T . .
=.[0 22{95 (1)- Uy (0))dt

s GeA

+I: PR (CHORIEHGINE (30)

s ZeA
_For used time, unused links among all links,
[ T310F® UF®)dt=0. Thus, equation (27)

s dcA

can be expressed as solely used link set A and
used time horizon set T.

DA CHORUSOI
T . . -~
=[ XX @F©-Ur©)divie Ate T (3D)
If used time i~s compressed for each used link 3
integral sign J'T can be switched into next to 2 by
0 -~ -~ ~ ~ —~
set definition of T; from T=T, UT; u---uUT; and
a,d,icA.
7 . .
[ EXefo-urmd
T e .
=33 [ - UF o)

UMY MCHOR UG (32)
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For unused time in each wused link 7,

sz QI (1) US (1)}t =0. Tt follows that

:1: * s*
J, PNCAORECL
= 22]0“ [QF()-UT (1))t Vie Ate T, (33)
Since t=T,,
PN ML HORUAGINY
=3 3 [F1ar @) ug @)
QT (4,)- U () = QF () -uf (5 + 7™ ()]
Q7 (4)-uf (G +2" () =0 (34)
From the definition of the route choice condi-

tion (10), QF (&) v ([t + 7™ (;)D =0. Thus we

have

Qf (%) U7 (%)
= Q7 (%) i (G +7" (T =0 (35)

From equation (11), ul ([t +=®" (%;)]). Thus we
have

Q¥ (4) U () =Q7 () =0 (36)

Integrating the above equation from 0 to ”’fa for
each link 3, it follows that

oz @ohe=0

where 3 =(1,j)  (37)

Summing above equation for all links g and all

origins r, we obtain variational equality

>3 Her k=0 (39)
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The proof is complete.

[Theorem 3]

The dynamic traffic flow satisfying constraints
(15)~(17) is in a ideal DUQ route-based choice
state if and only if it satisfies variational equality
problem (24).

Proof of necessity

We need to prove that link-time-based ideal DUO
route choice condition (15)~(17) imply variational
equality (24). For any used link a, a feasible

inflow at time % is

uf () >0 va =(,j).r (39)
By definition of route choice conditions (15)-(17)
we have
Qf (1) =0 va, 58 =G, j) (40)
Integrating the above equation from Q to T, for
each link 7, it follows that

Mar =0

where 3 =1, {41)

Summing above equation for all links g and all
origins r, we obtain variational equality

>3 jﬂT for@)jpe=0 (42)

Proof of sufficiency

We need to prove that any solution uj (%) to
variational equality (24) satisfies link-time-based
ideal DUQ route choice condition (15)~(17) . We
know that the first and third ideal DUO route choice
conditions (15) and (17) hold by definition. Thus,
we need to prove that the second ideal DUO
route choice condition (16) also holds.
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Assume that the second ideal DUO route choice
condition (16) does not hold only for a link
5=(l,m) for an origin n during a time interval
[d-8,d+8)e(0,T;). Le.,

uf(t)>0and QF(%)>0 T eld-5,d+5] (43)

where
Q' (f) =a" (@) + 7515 + 1 (7))
-n™(;)>0  where 5=(l,m)‘

Note that the second ideal DUO route choice
condition (16) holds for all links other than
b=(,m) for origin n at time t. Equation (16)
also holds for link b=(I,m) at time for origins
rzn ?Ee[d*&d+8]. It follows that

Yy [far@a =33 [ar @0 @)
s 3 s b

The above equation contradicts variational equality
(24). Therefore, any optimal solution {y=(f)} to
variational equality (24) satisfies the second ideal
DUO route choice condition (16). Since we proved
the necessity and sufficiency of the equivalence of
variational equality (24) to link-time-based ideal
DUO route choice condition (15)~(17), the proof
is complete.

V. Solution Algorithm

In the DTA model, we have three time-dependent
variables(inflow, flow and exit flow) in the cost
function to consider. To handle these variables,
the time-space network(TSN) approach has been
most well-known technique(Driss-Kaitouni, 1993:
Ran and Boyce, 1996 Yang and Meng, 1998).
The TSN approach expands original network in
proportion to time and space dimension of original
problem. Thus, it explodes the problem size of
original network. In this section, the physical network
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(PN) approach is employed to solve the DTA
problem. In the PN approach, flow and exit flow
can be expressed solely by inflow, thus not only
is the time-space expansion not required, but the
problem size can be reduced. The PN algorithm
was first proposed by Chen and Hsueh(1998).
They introduce heuristic solution algorithm using
MSA and Diagonalization techniques. This section
introduces how to solve the proposed DTA problem
using Flank-Wolfe algorithm and Diagonalization
techniques.

1. Physical Network Approach

In the outer iteration step of diagonalization
algorithm, the following terms are temporarily fixed
(Ran and Boyce, 1996):

- Actual t t;(f;) T;(@;). in the link flow propa-
gation constraints as ravel time

-Actual travel time Ti[f;+%"(H;)] QF (7;)
T, [f; + T (7;)]. as in the VE cost term

- Minimal travel times n™(ii,) ®"'(f;) =7 (fd;)
77 (f;) for each link and each origin node.as
and as

Thus, the VE cost term becomes:

QF(7;) =7 (8;) + 1, [A; + T ({;)] -7 (§;) (45)

For each relaxation iteration, the minimization
problem that is equivalent to the VE problem can

be expressed as:
minZ = ZZZEEHEW(EI)]@" (fi;)do>
-3 [ 1 %o
+ Zu; (k)™ &) -7 EDY (46)

where k; =& +7"(E,) and EL =1i; is the departure
time interval.
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This minimization problem can be verified by
taking the partial derivative of the objective
function Z with respect to the inflow variable u.

The link travel time t,(k;) in the objective
function (46) can be expressed as a function of
inflow, flow and exit flow. Therefore, the objective
function (46) is as follows:

minZ= zz{fﬁ‘is’[ra[ua(ﬁs), va(ky) x; (kp)lldo
i kg

+ 3 k)M ETED-TTED} @D

s.t. Dynamic Route Assignment Constraints

> Y ug k) =£"(k;).Vr,s (48)

deA(r) P
Relationship between State and Control Variables

x5k, +1) = x5 (k) +u (k) - vi (k;), VA, Bors  (49)

E"(k; +D=E"(k;)+ > D vi(k;).Vrs#r (50)

FeB(s) P
Flow Conservation Constraints

Y vik)= YuS@),Vip.rsjEns (51

geB(j) Fek(j)

N Y vik) =€l (k;). Vr,s, s =1 (52)

- - ap
deB(s) P
Link Flow Propagation Constraints

X?;,(Ez) = bezﬁ{xg‘;[ia +1; (Ea - X% (Ea)}
+HEZIK; +7; (k)1 -ES (k)

Vie B(j).p.r,s, j# T (53)

Definitional Constraints
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Y ul (k) =ug(k;), Y v k)
5P

sp

=v; (ko). Y x5 (ky) = x,(k;), VA (54)
sp

Nonnegative Conditions

x3 (kg +1) 2 0,u% (k) > 0,v3 (k;) 20,V3,por.s

(55)

el (ky) 2 0,ES (k; +1)20,VP, 1 (56)
Boundary Conditions

E[p‘(l) =0,Vp,r.s (57

x5 (1) =0,Va,p,r,s (58)

The minimization problem (47) can be verified
by taking the partial derivative of the objective
function Z with respect to the inflow variable u.
Without considering flow dispersion and compression
on a link, the discrete flow propagation constraint
(53) can be expressed as follows:

ul(ky) = viik; + 15 (k)] (59)

That is. the exit flow that leaves link @ during
time interval should be equal to the inflow that
enters link during time interval k; +1,(k;) § k;.
The length of the time interval can be shortened
so that equation (59) will hold for each interval in
case flow dispersion and compression are considered.

For any link &, if inflow ug (k;) is determined,
then exit flow V%[ﬂa +1,(k;)] can be calculated
by flow propagation constraint (59). Moreover, the
number of vehicles X;(%) can be expressed by

“a(ia) as follows:

XE(E5)=ZHE(I§)5§2(EE) (60)
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where
85,k =1, if k; <% <k;+1,(Kp)and i,k e K,

6}2 (125) =0, otherwise.

Eguation (60) is another application of the flow
propagation constraint (59), which states that the
inflow vehicles u;(k,) will stay on link & between
its entry interval k, and its exiting interval
E5+15(E5). Subsequently, the exit flow vy (k;)
can be expressed by ua(f(g) as follows:

v, (k) =Zu§d§)6§,(125) (61)

where
8Ky =1, if L+7,(i)=k;and i,k e K, .

6;3, (k;) =0, otherwise.

Equation (60) is also an application of the flow
propagation constraint (59), which states that the
inflow ua(lza) will exit link @ after the link travel
time k; +T; (k). Thus, by substituting equation (60)
and (61), link travel time 7, (k;) in the objective
function (47) can be expressed as a function of
inflow only. Therefore, the objective function (47)

is revised as:

minZ =¥ 3 ([ el @), uz (Ko
+ s k)1 [ETED -TTED]} (62

where the impacts of x,(k;) and vi(k;) on
1;(k;) are reflected by inflow variables u;(8;).
As part of the relaxation procedure, these impacts
are temporarily fixed during each relaxation
u;(g;) is
L0, (1), T5 (2., Ty (R —Dou, (Kol or Telug(ky),
9, (k;),%;(k;)] during each relaxation iteration.

iteration, i.e. temporarily set as

Thus, the objective function (62) can be revised
as:



E)[rg[ﬁ;(ég),Ua(Ea)Hd@

minz= ¥ ([
i kg
+ 3 [ug k)T R ED - T EDN (63)
where

W, (8;) = (U, (1) - 8%,5;(2) - 8Z,...,;

where 87 =1, if me K, -

T (k; —1)- 357

+ 83, =0, otherwise.

This problem is solvable using the Frank-Wolfe
method by considering only used link element 2
used time set k.. Furthermore, the constraints
(48)~(53) can be expressed in terms of and u,(k;)
only.

2. Frank-Wolfe Method

Applying the Frank-Wolfe algorithm to the
minimization of the discretized DUO route choice
problem requires a solution of the following linear
program at each iteration. As discussed in the above,
the NLP problem has only one variable u; (k;). Thus,
the LP subproblem can be simplified as:

mg’n 2=V, Z(u)p" (64)

The objective function (64) can be further for-
mulated as:

minZ = 222[ pap( 51
—EZZP (ko) - QL&) (65)

Note that the cost term Qf (&%) under relaxation
is defined as:

oz

Qrey=—2%%
&) aui(k;)

=1, [0; (1) 8;,0;(2) - 82,...,

T, (k; -1 -85, ug (k)] + R ED - RIEL) (66)
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where 8, =1, if me K; ; 85, =0, otherwise.

In this combined algorithm, the relaxation pro-
cedure is defined as the outer iteration and the
F-W procedure is defined as the inner iteration.
The one-dimensional search procedure that looks
for the optimal step size «' is:

0;:(2) 83,0,

mmZE{f

gse’st

T;[ﬁg(l) ' 8
5 (kg - 1)- 857wy (k) ldoo+

DI EH)-TE (60)

where &5 =1, if me I~(5 » 8%, =0, otherwise.

Denote the new solution at inner F-W iteration
(I+1) as u'*'(k). It follows that

ui (k) = uh (k) + o' ul (k) ~ phik,)l (68)

where o' is the result of the optimal step size
searching.

3. Problem Size of VE-Based DTA Model

It was proved in the previous sections that the
VE-Based DTA mode]l has less feasible solution
sets compared to the VI-Based DTA model using
set reduction scheme(SRS) and physical network
(PN) approaches. This section shows that the
VE-based model has the same objective value as
the VI-based model and requires less computational
cost compared to the VI-based model in the Frank-
Wolfe algorithm step.

[Lemma 1]

The objective value of the VE-based DTA model
has the same objective value as the VI-based DTA
model in every Frank-Wolfe step.



e u & &3 x| 203 H3E, 20024 63

It is required that the objective function of the
VE-based model has the same objective value as
the VI-based model in each Frank-Wolfe algorithm
step.

Proof.

Since discrete time horizon K is summation set
of unused time horizon K and used time horizon
K,ie. . K=KUK. It follows that

3 [ te=Y Y [, @do
k a k a
+sz“(i’[ra(f<)]dm (69)
k a
For unused time horizon K, the first terms does not

affect the object value, i.e. ZZLun(k)[Ta(lz)]d0)=0.

k a
Thus, equation (69) can be reduced as solely used

time horizon K. It follows that

)2 RREXURVEE %) M RX NN
k a koa

By definition of K=K, UK,,Vie A, ic A, we
have

LI o= [ o

DRV RLASID )

Since during the portion of time, f(i the first
terms does not affect the object value, i.e.

ZZEﬁ(ks)[Ta(Ea)]dﬂ)=0. Thus, equation (71) can
T ke

be reduced as solely used time by used links K;.
It follows that

ZZf”(i)[rﬂ(ﬂ)ldm=ZZ_L"“E“[15(E5)]dm (72)

The proof is complete.
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The computational costs of both the VE- and
VI-based models are demonstrated in the example 1
below.

[Example 1]

An employed sample network consists of three
paths(links) between one OD pair rs. {(Figure 2)
illustrates the network with link and link cost

function on each link.

Employed assumption for the case study is as
follows:

- Time Horizon : 100K

- Link a2 is broken down from time interval 4

- 20 inflow rate at time intervals 1,3,5 and 0 for
other time intervals

(Table 2) shows the result of the sample network
study in terms of results of the VI-based objective
function.

al Ta1(k) =1

‘ a2 Ta2(k)=1 ;‘

a3 7_,(k)=100

(Figure 2) A sample network

(Table 2) Result of minimization problem

tm fr: Sl = u;I l';sz Uy, = ll;-z f; =Ug = u;.z

1 10 10 0

2 0 0 0

3 10 10 0

4 0 0 0

5 20 0 0

6 0 0 0
100 0 0 0
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Based on the {(Table 2), the derived sets are
as follows:

"T={1,23,-100} T={2467,-,100} T={135)
‘A={a,.a,,a,} A={a,a,} A={a,}

T =T, =03} Ty =T, =(135) T =T, ={)
ET(1~100)=0 7 (1~100)=1

T =T, ={2:4.56,--,100}

o =T, =(246,-.100} Tp =T, ={1,-100}

The VI- and VE-based objective values can be
evaluated as follows: as can be seen, it is noticed
that two objective values are equal to zero and the
VE-based method uses much reduced calculation
steps than the VI-based method in each Frank-
Wolfe step.

VI-based evaluation

minZ= Z{Zj‘:'“’[xﬂ(kndm T uik+ 7 kD 0 -R“'(k)]}
13 a T
100 100 100
1*[2% (k)}»]*[Zu,)(k)}ﬂoo*[z%(k)}
_ k=1 k=| k=) — 0
- 100 100 100
oS (k)j|+(—1)*{2uh (k)]+(—l)*[2uh(k)]
k=1 k=l k=3

VE-based evaluation
minZ= Z{Z [ o+ T us &, +ﬁ"'(12;)>h"‘(i5>~i“'(ia)]}
S f

Pl 4o, B +u, Gl 12 u, 0 +o, @
xR 0+ o @+ uy @ Dl o+ @l |

Note that since this step is evaluated in every
iteration of Frank-Wolfe algorithm, it can save

computational cost.

4. Summary of Solution Algorithm

A heuristic algorithm is proposed by combining
diagonalization techniques, Frank-Wolfe algorithm,
and physical network approach. The summary of
the algorithm is as follows:
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[Step 0] Initialization

Initialize every link a as an empty set, as an
unused link, A=A, and used link set A={}. and
it means R, ={} and k, ={ }. Initialize all link
flows {x;(”(k)}{ug")(k)}{v‘a‘”(k)} to zero and calculate
initial time estimates 1" (k) = 1, (u, (k), v, (k),x,(k)).

Set the outer iteration counter 1=1.

[Step 11 Relaxation

Set the inner iteration counter n=1. Find a new
approximation of actual link travel times in terms of
ae Aand k; T (k) =7 (0 (ko) v (k) x (kg ),
where (*) denotes the final solution obtained from
the most recent inner iteration. Update the value
of 8% (i), 8% (%) according to equations (60) and
(61) by using T (k) Solve the route choice problem.

[Step 1.1] Update ]
Calculate T4 (W, (1), T5(25)senn, T ((k = D), u5 (k)
using the travel time function.

[Step 1.2) Direction Finding and Update of Used
Link and Time Sets

Based on 1, (u,(1),u,(2),...,u,(k —1),u,(k)), search
search the minimal-cost route over the physical
network. Perform an all-or-nothing assignment,
vielding subproblem solution pi(k;). Calculate
q: (k) and y5(k;) by using 85 (1), 8% (3. Undate
A=AUufa}. k; =k, Uk; and K; =K; UKk;.

[Step 1.3] Line Search
Find the optimal step size that solves the one
dimensional search problem using a standard line

search procedure.

[Step 1.4]1 Move
Find a new solution by combining u;(ﬁa) and
pt(k;) using the optimal step size.

[Step 1.5) Convergence Test for Inner Iteration
If n equals a pre-specified number, go to step 2:

otherwise, set n=n+1, go to step 1.1.
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[Step 2} Convergence Test for Outer Iteration

If TV (k;) =T (k;). stop. The current solution
{xa(ﬁa)}{ua(ﬁa)}{va(ia)} is in a near optimal state:
otherwise, set 1=1+1, go to step 1.

V. Computational Experience

The test is designed to demonstrate that the
new model and algorithm built on VE is efficient in
terms of computational efforts, and produces results
that are consistent with the principles of DUO.

1. Link Travel Time Function

Since the relationship between travel time and
traffic density is monotonic, a modified Greenshields
formula is used in the new algorithm to determine

the speed on a freeway link.

If kSkj, u=umm+(umax—umi")(1_£);
If k>kj, u=u,. - i (78)

where,

u : speed,

Umin © minimum speed at jam density,
Umax © free flow speed,

k ! density,

ki :jam density.

Thus, the travel time along a freeway link will be:

If k<k;. 1,()= L. K
U+, —un0-—)
kj
La
If k>kj'T“(t)=u A (74)
where,

La : length of link a,

Numerical Example

A T-node, 10-link asymmetric network is cons-

tructed as the test network, as shown in (Figure 3).
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| -
1.0mi 1.0mi
\@—o,gmi

(Figure 3) A Test Network

(Table 3) Path Travel Time Experienced by Vehicles
Departing at Used Time interval

Used Times | Used Routes Ideal Route Travel Time

(%) (P) (Time Interval)

1 12467 | 42+42+46+20=150
13567 |44+40+44+16=144
12467 | 45+45+50+96=236

2 13467 | 49+40+50+96=235
13567 [49+45+49+96=239

3 123567|48+11+49+52+35=195
13567 | 56+49+52+35=192

4 12467 | 54+47+54+35=190
13467 | 62+40+54+35=19.1
12467 | 56+49+59+96=260

123467 56+10+43+59+96=24
5 123567|56+10+53+46+96=2.1

13467 |59+43+58+96=256
13567 |59+46+50+96=25.1
12467 | 58+51+59+96=264

123467 58+09+43+59+96=2.5
123567|58+09+48+50+96=2.1
13467 | 66+43+59+96=2%4

12467 | 63+47+58+96=24
123467|63+10+43+58+96=270
7 123567 63+10+50+50+96=2.9

13467 | 67+43+58+96=264
13567 |67+50+50+96=263
12467 | 66+47+56+96=265

123467 66+09+43+56+96=270
8 123567|66+09+56+54+96=281

13467 | 75+43+56+96=270
13567 | 75+56+54+96=281
12467 | 66+48+57+96=267
9 13467 | 71+43+56+96=266
13567 |[T1+56+54+96=2717
10 12467 | 66+48+56+96=266
13567 [ 79+47+60+96=282

The characteristics of the network are:

- Origin is node 1 and destination is node 7.
+The O-D flows are 40 vehicles per each time



interval of the first 10 time intervals

- Each time interval has 15 seconds.

- Each link is a freeway segment with a capacity
of 2200vph.

- Each link has 1 lane.

- Free flow speed is 30 mph.

The actual path travel times experienced by the
.}O groups of vehicles are shown in (Table 3). In
the (table 3), model results are summarized based
on the route travel time experienced by the used
paths. The experienced ideal route travel time is
calculated based on the following equation.

As shown in the (table 3), the actual travel
times for all used paths are almost equal with
small marginal errors. This satisfies the ideal DUO
principle proposed in this paper. The results show
that the solution from new algorithm is compatible
with the DUO condition. It is noteworthy that
when the size of time interval is shortened, a

more accurate estimation can be achieved.

2. Computational Experience on -394 Network

The 1-394 network (Figure 4). consisting of
130-nodes and 347-links with 27*27 O-D pairs,
was employed to estimate the computational time
of the proposed model. Two programs were run
on NOVA workstations of 200MHz frequency. The
comparison of computational times calculated by
the new algorithm(VE approach) and the previous
algorithm(VI approach) is presented in (Figure 5).
The conditions for the comparison are 4 outer
iterations and 5 inner iterations.

While the previous algorithm converges to a
solution after 72.93 minutes, the new algorithm
converges after 5.35 minutes. After the first con-
vergence, the computational time of VI increases
exponentially up to 366.3 minutes. However, the
solution algorithm based on the VE almost does not
increase. As the network and problem sizes are
increased, the VE algorithm will require considerably
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1-394 Corridor General Network Configuration

12 Liok teagth (miles) -—
(3b Total £ of lanesidirection —_—
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{Figure 4) 1-394 Network

| Time (Mi

100 150 200 250 300

Number of Time Interval

{Figure 4> Comparison of the Performance of the
VE and VI Algorithms

(Table 4) Comparison of Vi and VE in terms of
Computational Times

Time Interval VI VE VE/VI*100
(K) (Seconds) | (Seconds) (%)
100 4376 321 7.3
150 5438 321 5.9
200 8434 322 3.8
250 13456 323 2.4
300 21980 324 1.5

less time than VI algorithm.

(Figure 6) shows a comparison of the two algo-
rithms in terms of problem sizes represented by
number of used links and entry time intervals. For
the VE-based algorithm, 267 links are used and
average number of entry time intervals for each
used link is 26 times. Since this used links and
entry times are independent of the number of

time intervals, the problem size does not change.
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(Figure 8) Comparison of the Performance of the
VE and VI Algorithms

However, for the VI-based algorithm solves the
problem in terms of the full solution set size for
each time interval. Thus, the problem size increases
linearly as number of time intervals increase. Since
dynamic problems involve 3 dimensional arrays
(i.e., number of times, number of links, and number
of origins), the linear increase of problem size results
in an exponential increase in computational time.

W. Conclusion

Variational equality route choice condition is
proposed and applied for formulating and solving
a link-based analytical DTA model. In VE-based
condition, the model is designed to reduce the
size of solution sets by considering only used
links and entry time intervals of inflows to those
links based on the definition that all used links
are on the shortest path at entry time intervals
of some positive inflows. The unique feature of
VE is that compared with VI-based route choice
conditions, equality sign in nonnegative inflow
variable and inequality sign in route choice condition
can be dropped. Thus, compared with VI-based route
choice model, feasible solution set size can be
reduced dramatically without affecting objective
value. In addition, the length of the horizon time
does not have any effect on the computational
performance of the model.

From the results implemented on an asymmetric
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toy network, it is shown that the algorithm pro-
duces a solution satisfying the ideal DUO condition.
The computational experience on the 1-394 network
demonstrates that the proposed model can save
more than 93% of computational time compared
to the previous VI-based approach. Most importantly,
the computational speed of the algorithm is not
affected by the horizon time or the number of time
intervals. Since only used time intervals of each
used link are considered, the length of the horizon
time does not have any effect on the computational
performance of the proposed model. In conclusion,
the model is more applicable for real-time appli-

cations because of the faster computational speed.
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