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A Change-point Estimator with Unsymmetric Fourier
Series’

Jaehee Kim!

ABSTRACT

In this paper we propose a change-point estimator with left and right
regressions using the sample Fourier coeflicients on the orthonormal bases.
The window size is different according to the data in the left side and in
the right side at each point. The asymptotic properties of the proposed
change-point estimator are established. The limiting distribution and the
consistency of the estimator are derived.
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1. Introduction

Consider a sequence {y;} of observations with finite fourth moment. The
model considered is

Yi = f(z:) + e (1.1)

where the errors are independent N(0,1) and z; = i/n, i = 1,2,...,n. Also f
is right continuous and left continuous except at an unknown change-point or
discontinuity point 7 € (0,1). For definiteness, we suppose that 7 is an event
time, i.e., 7 = x; for some 7. Left and right local regressions with the sample
Fourier coefficients are estimated at each design point.

Hinkley (1970) proposed the maximum likelihood estimator of the change-
point estimator with the normal errors in the mean shift model. McDonald and
Owen (1986) and Hall and Titterington (1992) investigated change-point estima-
tion based on three smoothed estimates of the function. Loader (1996) proposed
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an estimate of the location of the discontinuity based on one-side nonparametric
regression estimates of the mean function using the kernel function. Lombard
(1988) introduced the sample Fourier series coefficients for testing for the ex-
istence of change. Kim and Hart (1998) proposed a test for change using the
sample Fourier coefficients with the dependent data.

In Section 2 we suggest the change-point estimator with Fourier coefficient
series estimation and the asymptotic properties are shown. The proofs are in
Section 3. The simulation results are given in Section 4 and concluding remarks
are in Section 5.

2. Left and Right Function Estimation Using the Sample
Fourier Coeflicients in the Unsymmetric Window

We assume that the underlying function f has the following Fourier series
representation with the cosine system {cos7jz} and z € (0,1):

flz)=¢o+2)  ¢jcosmjz, (2.1)

=1

where ¢; = fol f(z)cosmjzdz, 7 = 0,1,..., which are the Fourier coefficients of
f- The sample Fourier coefficients using a cosine system are defined by

. _1¢ . :
qﬁj:?—l;yicosmxi, 7j=01,...,n—1, (2.2)
1=

where z; = i/n. Consider the left Fourier series estimator with the data in the
left and the right Fourier series estimator with the data in the right at each point.
Then the left and right window sizes vary according to the location of the point.
That is, unsymmetric window is used at each point and the Fourier estimation
is done with the different number of data, with whole data in the left and whole
data in the right. Let the left window size be A and the right window size be ¢
(g + h = 1) and the estimators can be obtained as follows:

K

fri(z) = do+2> ¢jcosmjty, (2.3)
j=1

A A K ~

fr—(z) = o + 22 15 COS I Pe (2.4)

Jj=1
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with ¢, = (u — 0.5)/ng, py, = (u — 0.5)/nh, pe = pup in z € (6,1 — ) and
nd <m=nz <n-—nd,
where

1 &
o = @;ymw,

n
. 1 Y

‘f’j = @Zymﬂx cos mjty,

1 nh

1/)0 = —Zyua
nhu:1
. 1 nh

P = ;ﬁgzlyu COS TJPy.
u=

Define the size of change is measured by
A=A =f(r4) — f(r-).
The estimator of A, at the point z can be defined as
A; = frile) — fr_(z), 6<z<1-6 (2.5)

The estimate 7 of 7 is the value of £ which maximizes A% over § <z <1-06.
That is,

# = arg max A2, (2.6)
§<z<1-4

One could also consider the maximizer of |A;| or the maximizer of Az if A > 0.
The choice of the number of the sample Fourier coefficients K and the bandwidth
h depend on the selection criteria. We do not discuss the selection criteria in this
paper.

Theorem 2.1. Let ..., e_1,€q,€1,... be independent N(0,1) random variables.
Then we have the following limiting process as

nan;OP (n(f—7)=38)=P(Sar=3), (2.7)

where Sa is the location of the mazimum of the process

i

( —iA2 420 ey, >0,

u=1

Z; =40, i =0, (2.8)
-1

—[i|A? +2A) "€y, i < 0.

. u=t
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The local regression estimates will require a larger n, nh and ng for the
estimation and for the asymptotics to be applicable.

Theorem 2.2. 7 is a consistent estimator of T, i.e., for ig = o(min{nh,ng})
and iy > 0,

P (w —7| > %") Zy0. (2.9)
3. Proofs
Lemma 1. 5
sup |EA =0 (—)
t>7446 h
and

Var [At] -0 <max{n1—h nl—g}) .

Proof of Lemma 1. For ¢t > 7 + §, by simple calculation

BIA) = E [£.() - f- (1)

K¢ )

For the variance, at ¢t = m + 1,

Var [fK+(t)] = Var [(]30 +2 i q% cos wjtl]

7=1
1 ng K ng
= Var | — Z Emti—l4u (1 + 2 Z Z coS Tjty - COS 7rjt1)
ng u=1 j=lu=1

=0 (nl—g) +o(1),

K

Var [fK_(t)] = Var [1/30 +2 Z 1[)]- cos 7rjt]

j=1
1 nh K nh
= Var ;L—E;eu (1 + ZZ:M;cosmpu . coswyte)
pomn ]: =

=0 (nl—h> +o(1).
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Therefore

Var [At] = Var [fK+(t)] + Var [fK_(t)]

a

Proof of Theorem 2.1. We consider nh(A, /n —A.) in one level change model
in which the amount of change is A.
Let m = n7, consider the mean level change model

) ute, t=1,...,T,
vi= u+A+e,i=17+1,...,n,

in which the difference about the change-point is A. Let ¢ =1 — 7.
The difference of the right estimators is

Fra(r +i/n) — fra(r) = %—¢m+2§: — ¢jr) cOs Tty

i=1

We have

1 & 1 &

$o — dor = — Z Emtitu — T Z €miu
ng u=1 nq u=1

. n 3

1 g 1

= ) Z Emtitu — ;l—— €m+tu
u=1 9 u=1

ng-ng

and for t, = (u — 0.5)/ng, sy, = (v — 0.5)/ng,

n
s g 1 1 &
¢j — pjr = — Z Emtitu COS Mty — — Z €m-+u COS TTJ Sy,
u 1
n .
g cos ity _ COS TSy 1< .
= Z €Em+titu -_ Z €m+u COSTTJ Sy
u=1 ng nq nq u=1

Since as ng — 00, ng — 00,

COSTjt,  COSTJSy cos ity  COST)Sy 1 )
- = - + CcoS Tty
ng ng ngq ng ng-ng

= " _sinmjtt +o(1).
ng - ng
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And then for ¢ € (ty, su),
fK+(T+i/n) ~ fr+(7)

ng . K .

1 Ty .. .

= E Emtitu - +2 E g sinwjt, cos wjt,
s

——Zem+u 1+2Zcos7rjsucos7r]t1 +o(1).
j=1

For p. = (nh — 0.5)/nh, the end point of the basis, the difference of the left

estimators is
fr—(r+i/n) — fx_(1) = T/)O'""/JOT-F?Z ¢]T COS T j Pe.

We have

"/" ¢07’ - TLh nr Z + h;@n—{-u

TL

and for p, = (u —0.5)/nh, u=1,...,nh, ay, = (u—0.5)/nT,u=1,...,n7,

. A , 1 ¢~ (cosmjpy  cosmjay
«pj—z/»ﬁﬂZ;CO””p”Eze“( nhoonr )

u=1

+_E Zl €m+y COS TJDy,.

And then for p; € (py,a,),

. K
; . 2 1A . )
fr-(T+i/n) - fxk_(1) = vy 1+2ZZcqs7rjpucos7rjpe
Jj=1lu=1
1 & i K
——%Zeu E+2Z;L—T-sin7rjp2coswjpe
u=1 ]'—_1
& K
+-TE €m+u | 1 +ZZCOS7iju cos Tjpe | + o(1)

u=1 j=1
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where for |i — m| < i, 7 < 1p, 0o(1) holds uniformly. Therefore

nh‘(AT+i/n - A7')

K i
=—iA|1+ ZZZcoswjpu COS T Pe

j=lu=1
m i K 7rj
+Zeu o +22;sm7rjpu COS TJPe
u=1 =1
i A K K
—Zeu — 1+2Zcos7rjsu coswit) | + 1+22cos7rjpu COS 7] De
u=1 1 j=1 j=1
n h i K y
+ Z ewd — | — +2Z—Jsin7rjtz cos mjty + o(1)
: g \ ng — ngq
u=m+i+u j=1

Therefore we have as nT — oo, h/q — 1 and h/g = 1, ng — oo

~

nh(AT—H/n - AT)

T2k = —iA+ 2 emtu + 0p(1) +o(1)

u=1

where
K

I3
K* = Z COS TPy COS TJ .
j=lu=l1

Since A7+i/n + A, = 2A for |i —m| < 4. Then we achieve

nh(AZ,,,, —A2) d
T _ _.AQ .
2(1 + 2K*) ’ +2Au§:1: €u + 0p(1) + o(1)
By the same method,
nh(A2_,, — A2) 1
T—i/n T A2
= —iA .
20+ 2K7) iA° 4+ 2A E €y + 0p(1) + o(1)

u=—1

Proof of Theorem 2.2. We assume A > 0; the case A < 0 is similar.

P(|%—T|2@) :1—P(T—Z—°g+37+z—°>
n n

n

:p(w%"s%swq)+P(r—qs%sf—@).
n
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We only consider that
0 _ .
P(T+——§T§T+q)
n

10+ 1

=P(%=T+Z—O or T=T7T+ yeeey OF 7“-=T+q)
n

ng
<Y p(A%,, 2 42)

1=1p

IA

S P (Byain =4 > 0)+ 3 P (A + Ar <0).

P 1=10

Then we have P (Aﬂ_i/n + A, < O) — 0 by the assumption and

ngq nq
yp (A‘H—i/n -A; > 0) = Z P (nh(A‘r+i/n -A;) > 0)

i=1g =19

35 nh(Ayign = A) = AT —ar
- Vi Vi
ng

-3 {1 - o(C1Vi)}

1=ig

§ L (-9

i=ig

-0

i=ip

using ¢(a)/a > 1 — ®(a) for a > 0, ng — oo and ig/K? — oo, where C} is a
generic constant,

A* = B [nh(A, i — Ar)] = O(K)

and
M = Var {nh(AHi/n - AT)] = O(K%).

4. Simulation

A simulation study was done to investigate the behavior of the proposed
change-point estimator. The data are generated from the various change-point
model with i¢d normal errors with mean 0 and variance 1:
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(1) mean level change model with =0, A = 2,3

B TE, 1=1,...,T,
vi= p+A+e,i=17+1,...,n;

(2) linear function change model with A =2,3

L 5z + €, i1=1,...,7,
T 5z +A+e,i=T4+1,...,n;

(3) smooth function change model with A = 2,3

=

cos(37zx) + €, i=1,...,7T,
cos(3mz) + A+e,i=7+1,...,n;

(4) smooth function change model with A = 3,7

_ J cos(5mz) + ¢, i=1,...,7,
T 1342 -cos(Anz)+€,i=T4+1,...,n.

We compute the mean, MSE(mean square error) and the proportion that the
estimate is within the true change-point +1 based on the sample size n = 100
in 1,000 repetitions. The bandwidth A = 0.2 and the order of Fourier estimation
K =1,2,3,4,5 are used.

In each unsymmetric window in the left and in the right, those two linear
models

L:y=py+piz+e, Q:y=Po+fiz+ oz’ +e¢

are fitted and left and right estimators are compared to estimate the change-point.
The change-point estimators are the points at which the maximum difference of
the left and the right estimators occur.

Table 1 shows the results in various change models that the proposed estima-
tor depends on K for a fixed h and the proposed change-point estimator works
better than those with the linear and the quadratic regressions. Especially in
the model(4) we find that K = 3 gives the best estimation. In practice, we need
to choose K and h appropriately. Because one can reflect the smoothness of
the underlying function in the estimation procedure, the proposed change-point
estimator detects the break point better than the simple regression estimators.
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TABLE 1 Mean, MSE and proportion of the change-point estimators with L, @ and
K =1,2,3,4,5 based on n = 100 in 1,000 repetitions

1) A=2 h=02 1) A=3 h=02

K mean MSE  proportion | mean MSE  proportion
L 49.99 4.593 0.834 49.97 0.315 0.968
Q 62.25 181.679 0.000 61.69 147.106 0.000
K=11] 4998 3.996 0.838 49.96 0.318 0.967
2 49.66 21.345 0.814 49.96 0.339 0.963
3 49.65 60.173 0.750 49.85 4.817 0.960
4 49.84 90.453 0.697 49.83 8.080 0.949
5 50.43 135.571 0.624 50.08 18.030 0.928
(2) A=2 h=02 (2) A=3 h=02

K mean MSE  proportion | mean MSE  proportion
L 50.07 0.385 0.965 50.00 0415 0.958
Q 63.25 190.234 0.000 61.71 149.14 0.000
K=1 | 50.07 0.381 0.963 50.02 0.392 0.960
2 50.05 0.443 0.960 50.01 0.407 0.959
3 50.05 0.680 0.955 49.88 3.644 0.952
4 50.00 3.654 0.954 49.93 7.089 0.949
5 50.13 16.027 0.932 50.03 20.534 0.927
3 A=2 h=02 3) A=3 h=02

K mean MSE  proportion | mean MSE  proportion
L 49.95 1.115 0.882 50.01 0.232 0.976
Q 63.85 197.783 0.000 63.29 180.91 0.000
K=1 | 49.97 1.082 0.883 50.01 0.233 0.976
2 49.96 19.546 0.847 49.99 1.004 0.969
3 49.80 37.132 0.802 50.01 2.042 0.962
4 49.87  43.405 0.768 49.99 3.446 0.956
5 49.95 55.616 0.719 49.97 77.677 0.767
4 A=3 h=02 4) A=7 h=02

K mean MSE  proportion | mean MSE  proportion
L 50.46 10.808 0.980 50.32 6.720 0.984
Q 58.07  65.797 0.000 57.99 64.567 0.000
K=1 | 50.64 16.606 0.978 50.56 14.264 0.978
2 54.35 71.964 0.739 54.28 70.836 0.743
3 50.30 1.017 0.959 50.29 0.863 0.956
4 51.84 33.539 0.763 51.95 31.823 0.766
5 50.77 8.699 0.882 50.99 15.049 0.877

5. Concluding Remarks

The objective of this research is to find a consistent change-point or disconti-
nuity estimator which can detect the break-point in the regression funciton. The
left and right estimators with the sample Fourier coefficients in the unsymmetric
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window were used for the proposed change-point estimator. The selection of the
bandwidth and the truncated number of the Fourier series affects the estimation.
The appropriate selection will increase the ability of detection. The proposed
estimator with the sample Fourier series has better performance especially when
the underlying function is more wiggly. And the proposed method can be applied
to any situation where the underlying function is various with the smoothness.
The choice problem of the bandwidth and the window will be left for another
research.
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