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Facial Features and Motion Recovery using multi-modal information
and Paraperspective Camera Model

Sang-Hoon Kim' .

ABSTRACT

Robust extraction of 3D facial features and global motion information from 2D image sequence for the MPEG-4 SNHC face model encoding
is described. The facial regions are detected from image sequence using multi-modal fusion technique that combines range, color and motion
information. 23 facial features among the MPEG-4 FDP (Face Definition Parameters) are extracted automatically inside the facial region using
color transform (GSCD, BWCD) and morphological processing. The extracted facial features are used to recover the 3D shape and global motion
of the object using paraperspective camera model and SVD (Singular Value Decomposition) factorization method. A 3D synthetic object is
designed and tested to show the performance of proposed algorithm. The recovered 3D motion information is transformed into global motion

parameters of FAP (Face Animation Parameters) of the MPEG-4 to synchronize a generic face model with a real face.

I} . d= A& (face detection), T

2 (paraperspective camera model)

1. Introduction

Recently, the focus on video coding technology has shifted
to real-time object-based coding at rates of 8kb/s or lower.
To meet such specification, MPEG-4 standardizes the cod-
ing of 2D/3D Audio/Visual hybrid data from natural and
synthetic sources [1]. Specifically, to provide synthetic ima-
ge capabilities, MPEG-4 SNHC AHG[13] has focused on the

TE RFWYE 20029 AT EYH 9 Aol AT AY.
3 4 =H@FUGE AojASTHY A
A5 120023 79 27, AASE 12002+ 104 269

¥ 2
t

X
okrg

1y

274 Bsl(skin-color transform), H2HB®E(range segmentation), FAP, E/Z 3luz}

interactive/synthetic model hybrid encoding in the virtual
space using real facial object perception technique. Although
face detection is a prerequisite for the facial feature extra-
ction, still too many assumptions are required. Generally, in-
formations of range, color and motion of human object have
been used independently to detect faces based on the human
perception technique. The range information alone is not en—
ough to separate a general facial object from background
due to its frequent motion.

Also the motion information is not sufficient to distinguish
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a facial object from others. Recently, facial colors have been
regarded as a remarkable clue to distinguish human objects
from other regions [9]. But facial color has still many probl-
ems like similar noises in the complex background and color
variation under the lighting conditions. Recent papers have
suggested algorithms that combine range and color informa-
tion [11], and that use multi-modal fusion range, color and
motion information [15] to detect faces exactly. Two approa-
ches are in use generally to recover object’s motion and sha-
pe information, such as information flow-based method [2,
3} and feature-based method [4-6). The information flow-
based method uses plane model [2] or oval face mode} [3],
which accumulates errors as the number of image frame is
increasing. The feature based method has a problem of dive-
rging to an uncertain range according to the initial values
(4, 5], or works only under the assumption that the 3D struc-
ture of objects is already known [6]. The factorization-based
method using paraperspective camera model shows the
robustness of recovering 3D information. The batch-type
SVD computation method [7] is enhanced further to operate
sequentially for the real-time execution [8]. However, it still
has a problem in extracting features automatically and has

a large error in calculating a depth information.

The goal of this paper is

1) robust extraction of the 3D facial features from image
sequence with complex background, and

2) recovery of the global motion information from the
extracted facial features for the MPEG-4 SNHC face
model encoding.

Facial regions are detected from a image sequence using
a multi-modal fusion technique that combines range, color
and motion information. The 23 facial features suggested by
the MPEG-4 FDP (Face Definition Parameters) are extrac—
ted automatically.

The extracted facial features are used to recover the ob-
ject’s 3D shape and global motion sequentially based on the
paraperspective factorization method. The proposed algori-
thm recover depth estimation error of the single parapers-
pective camera model. Finally, the recovered facial 3D mo-
tion and shape information is transformed into the global
FAP motion parameters of the MPEG-4 to handle the syn-
thetic face model synchronized with the real facial motion.

r stereo image sequence

v

l disparity map ( skin color define

v v v

range GSCD color
segmentation transform

v

|' final facial region detection

v

23 facial features extraction using
BWCD and morphological calculation

v

2D feature vector ——>-3D motion,
shape calculation using SVD and
paraperspective camera model

v

3D facial information (FDP, FAP)
generated and synchronized with real
facial model

moving color
enhancement

(Figure 1) Block diagram of the proposed 3D facial shape and
motion recovery algorithm

2. Mutti-Modal Fusion Technique

For the robust detection of the facial regions in real envi-
ronment with various noises, a multi-modal fusion technique
is proposed, where range, color and motion information is
combined. The summary of proposed algorithm including
multi-modal fusion technology is shown in (Figure 1). The
information of the range segmented region, facial color tran-
sformed region and moving color transformed region are
extracted respectively and combined with fuzzy AND opera-
tion in all pixels. The resulting image is transformed into
a new gray level image whose intensity value is proportion
to the probability to be a face. Then pixels of high probability
are grouped and segmented as facial objects. It is described
in (15} in detail.

3. Facial Features Extraction

3.1 Facial Features Position
The position of facial features is decided to be satisfied
for the MPEG-4 SNHC FDP, which describes practical 3D

structure of a face, as shown in (Figure 2). In our work,
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23 important features among the MPEG-4 SNHC facial fea—
tures are selected to be suitable as a stable input values for
motion recovery calculation. To extract facial features, ge-
neralized skin color distribution (GSCD) and color transform
technique are used.

(a) )
(Figure 2) Facial feature points (a)proposed by MPEG-4 SNHC
and (b)proposed in this paper

3.2 Facial moving color information

To exploit the object’s motion information, motion detec-
tion measurement using UPC (Unmatched Pixel Count) is
used. UPC is a block-based method and has simple compu-
tational operation [10]. The proposed AWUPC(Aadapted We-
ighted Unmatched Pixel Count) operation is defined as (1)
where Z(x,y, t) is the GSCD transformed image and U(i,
J, t) is the UPC motion detected image. The AWUPC ope-
ration emphasizes only the region with a motion in the
skin—color enhanced region.

i=x+N j=y+N

AWUPC (x,y,t) = Z(x, v, t)x 2 2 Ui, t) (1

i=x—N j=y-N
where

c N L Z(ey, ) —Z(x, v, t— DIV
UG, i.t) { 0, otherwise. " @)
Then, to decide the threshold value in (2), a sigmoid fu-
nctionl12) is introduced to induce a adaptive threshold value
and is shown as (3)

255
V= %5
Z(x,y, )—'—2
1+exp——m—
exp Q

where Z (x,y, t) is an input pixel value at time t and Q
value is a coefficient that decides the slope of threshold curve

of sigmoid function. The effectiveness of adaptive threshold
value can be described as follows. The input pixel's gray
level means the probability of faces. A region that has high
probability of faces may be combined with a low threshold
value to detect faces very well even when a slight motion.
On the contrary, a region with low probability of faces should
be combined with a high threshold value to be decided as

a face only when it has a large motion.

(a) Present image  (b) Previous image (c) BWCD

(h) detected eyes,
eyebrows

* .

(g) Final feature
Jocation

(g) morpholoay

() erosion (f) dilation

(Figure 3) A method of detecting eves and eyebrows by
BWCD and top-hat transform

3.3 Extraction of Eyes and Eyebrows

The most important facial features are eyes and eyebrows
because face has inherent symmetrical shape and color. To
detect eyes and eyebrows within a detected facial region,
both the BWCD (Black and White Color Distribution) color
transform and the AWUPC (Adaptive Weighted Unmatched
Pixel Count) moving color detection technique are combined
together. Firstly, input image is transformed with BWCD
to enhance the eye region as in (Figure 3) (c), which in-
dicates eyes and eyebrows with normalized color space (r,
g) = (85, 85). Then, the motion detected image (Figure 3)
(d) is transformed by Top-hat operation [14] which enhan-
ces only the detail facial components. This Top-hat trans-
formed image is combined with the prepared BWCD enhan-
ced image to detect final eyes and eyebrows (Figure 3) (h).
All procedures including Top-hat transform are shown in
(Figure 3).

34 Extraction of Mouth and Nose

If the regions of eyes and eyebrows are decided, the lo-
cation of mouth can be estimated by general geometrical
relation such as (Figure 4). In (Figure 4), the rectangle in-
cluding the mouth is defined as the candidate window of mo-

uth and nose. F1 indicates the distance between the two ey—
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es. In the GSCD transformed images,

F

(Figure 4) Geometrical relation between eyes and mouth in
general faces

generally mouth region has lower intensity values than
the general skin region within the mouth candidate window,
so the mouth region can be separated from the skin region
with the intensity histogram. Then the image is transformed
to binary image to get the exact mouth boundary. (Figure
5) represents 4 points on the mouth boundary line are decided
as mouth feature points. Anothor 4 feature points are defined
on the nose boundary region. They are extracted using a
dominant peak point of pixel's gray level histogram.

(Figure 5) Estimated mouth area and binary image for final
decision (a) candidate window for mouth (b) bin-
ary image

4. Shape and Motion Recovery using a Paraperspec-
tive Camera Model

4.1 Paraperspective Camera Model

The paraperspective camera model is a linear approxima-
tion of the perspective projection by modeling both the sca—
ling effect and the position effect, while retaining the linear
properties with a scaling effect, near objects appear larger

than the ones with distance, and with a poéition effect, obje-
cts in the periphery of the image are viewed from a different
angle than those near the center of projection. As illustrated
in figure \ref{fig : para}, the paraperspective projection of an

object onto an image involves two steps.

mage

Aanz

—~— {, \
~
““““-—-\A Wotd

Crigin
(Figure 6) Paraperspective camera model

Step 1: An object point, ?;, is projected along the di-
rection of the line connecting the focal point of the camera
and the object’s center of mass, 2, onto a hypothetical image
plane parallel to the real image plane and passing through
the object’s center of mass. In frame f, each object points

?; is projected along the direction of ¢ —?} onto the hy—
pothetical image plane where _t; is the camera origin with
respect to the world origin. If the coordinate unit components
of the camera origin are defined as 7} 7, and E, the result
of this projection, E;;, is given as follows,

SE-GE) .
Csp bk o 7y )
(C—tf)kf

ST SpT

Step 2 : The point is then projected onto the real image
plane using perspective projection. Since the hypothetical
plane is parallel to the real image plane, this is equivalent
to simply scaling the point coordinates by the ratio of the
camera focal length and the distance between the two planes.
Subtracting 7; from s_f;, the position of the :f; is converted
with the camera coordinate system. Then, by scaling the
result with the ratio of the camera’s focal length $I$ and
the depth to the object’s center of mass Z results para-
perspective projection of s, onto image plane. By placing
the world origin at the object’s center of mass, the equation
can be simplified without loss of generality and the general

paraperspective equation is given as follows,
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where u_f; and 7;, represents i and j component of the
projected point.

Facial feature vectors extracted from above section are
converted to u_,; and 7, and used to calculate motion
information .m—}, ;} and shape infdnnation ?; The general

paraperspective model equation can be rewritten simply as

follows,
e - s .
Upp =My Syt X 05=1n,-5,+¥; (7)
where
— — — d — -~
N lf—x/"k — ;,—xf-k
my = p nr= Z (8)
7 7
—
— ;—)—) t/‘l/ —
Z2p= —dy kpx;=——F—,%
Zf f (9)
- -
__ tyeay
Zy

In equation (7), the term m ;and # ,represent the camera
orientation information which means motion information,

while ?; containing the coordinate of the feature points re—

presents shape information. The ?, _y_; represent the tran-

slation information between world origin and camera origin.
Notice that the motion information and the shape information
can be separated in paraperspective camera model. The 3D
feature points, ?; , and motion information( ;},_r; ) are
calculated by solving equation (7) using Singular Value
Decomposition (SVD). Details of the procedure are described
in [7].

Although the motion and shape recovering algorithm us-
ing this paraperspective model shows good result [8], there
is large difference between the measured object’s depth
information and calculated one using a paraperspective cam-
era model which is due to the non-linearity of practical per-
spective camera model. The method in this paper reduces
the depth error lower than the 30% of the measured value.
The overal SVD factorization method to recover the shape

and motion information is summarized in (Figure 7).
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(Figure 7) Summary of the proposed SVD factorization method

5. Experimental Results

5.1 Facial Object Detection using Multi-Modal Fusion

(a) (b} (c)

@ © ®

@ )

(Figure 8) face region detection result using range, skin color
and motion information : (a), (b) stereo image pairs
(t=0) ; (¢) MPC disparity map ; (d) range segme-
nted image ; (e)color image sequence (t = -1) (f)
inserted noises ; (g)skin color transformed image :
(h) AWUPC transform image ; (i) final face region

(Figure 8) shows the results of multi-modal fusion tec-
hnique to extract the facial regions. Test images include va-
rious skin color noises, complex background and different
ranged objects. (Figure 8) (a), (Figure 8) (b) show stereo
image pairs at present time (t = 0) for range information
and (Figure 8) (e) shows color image sequence at previous
time (t = -1) for skin color information. Figure 8(f) shows
inserted noises within the (Figure 8) (a) by marking ‘a’, ‘v,

‘c’. Mark a represents a object with motion, but without skin
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color. Mark b,c represent object with skin color, but without
motion. (Figure 8) (c) shows disparity map of (Figure 8) (a),
(Figure 8) (b) stereo pairs and (Figure 8) (d) is a range
segmented image from (Figure 8) (c). (Figure 8) (g) shows
skin color enhanced image using GSCD and (Figure 8} (h)
represents the AWUPC result image enhancing only the
region having both the motion and skin color,

where skin color noises around human body and skin area
having slight motion are removed by using a small motion
variable during AWUPC operation. Final face detected

regions on input image are shown in (Figure 8) (i).

(Table 1> performance comparison of multi-modal fusion face

detection
Information te:tloi.n?afge No. g(fmse:g;issﬁﬂ success ratio
Range 100 46 46%
Skin color 100 82 82%
Moving color 100 8 88%
Multi-modal 100 9% 96%

5.2 Performance of the Facial Feature Extraction

The accuracy of automatic facial feature extraction is ev—~
aluated by comparing the measured 2D feature location with
the extracted values. These results are important in evalu-
ating the performance of recovering 3D shape and motion
information because the real face’s 3D feature location can
not be measured directly. The compared results about error

rate are summarized in <Table 2>,

{Table 2> The accuracy of automatic face features exiraction,
Error ratio = (pixel error/total pixels in each x,

y direction
region feature | pixel e.rror pixel gnor error r.atio error @tio
number| (x-dir) (y~dir) (x~dir) (y-dir)
eyebrow 6 4 3 1.2% 1.2%
eye 8 5 5 1.6% 2%
nose 5 7 6 2.2% 25%
mouth 4 4 4 1.2% 1.7%

The success ratio of automatic feature extraction for 2D
image sequences are defined as follows when the total nu-

mber of image frames are 260.

no.of successful images
no.of test images a0
252

B

Il

success ratio

where an image is defined to be successful when its error
rate is less than 3% as defined in <Table 2>.

5.3 Accuracy of the Shape and Motion Recovery

07
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01 m

-0.1

-03

Calculated error/measured size
L

05

1 1A 21 31 1 51
frame number

(Figure 9) Comparison of shape recovery for all frames
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(Figure 10) Comparison of motion recovery for all frames

To prove the accuracy of the shape and motion recovery,
the synthetic pyramid shaped object having 21 feature points
along the four edges on the object was used. The synthetic
feature points were created by rotating the object, and the
test consists of 60 image frames. Rotation of object was
presented by three angles, o, 8, ¥ . The coordinate of center
point is defined as (0, 0,0). The location of left camera is
(0, -40, —400) and that of right one is (0, 40, -400). The py-
ramid object rotates by 15 degree to the left and right around
the x-axis and up and down around of the y-axis res—
pectively. The distance between the neighboring features is
20 pixels on the x-axis, and 5 pixels on the y-axis. The
result of motion recovery is represented by rotation angle,

a, 8, v as shown in (Figure 10) and shape recovery on the
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X, v, z axis for all test frames is shown in (Figure 9). The
recovered shape and motion information are transformed
automatically to the FAP file of the MPEG-4 to synchronize
a generic facial model with a real face. Important results of

motion recovery are shown in (Figure 11).

(Figure 11) Motion recovered generic model from real face
images ; left column : real input image. right
column : motion recovered generic model

6. Conclusions

New algorithm that recovers 3D facial features and motion
information from 2D stereo image sequences for the MPEG-
4 SNHC face model encoding has been proposed. The facial
regions are detected using multi-modal fusion technique that
combines range, color and motion information. The experi-
ment shows that the success rate of the detection of facial
region is over 96% for 100 image frames. The 23 facial fea-
tures among the MPEG-4 FDP facial features are extracted
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automatically using morphological processing and moving
color transform algorithm(AWUPC). The facial features
from 2D image sequences are used to recover the object’s
3D shape and global motion sequentially based on the para—
perspective camera model SVD factorization method. Finally
recovered facial 3D motion and shape information is tran—
sformed into the global motion parameters of FAP of the
MPEG-4 to synchronize a generic face model with a real

face.
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