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Emotion recognition in speech
using hidden Markov model
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Abstract
This paper presents the new approach of identifying human emotional states such as anger, happiness, normal,
sadness, or surprise. This is accomplished by wusing discrete duration continuous hidden Markov
models(DDCHMM). For this, the emotional feature parameters are first defined from input speech signals. In this
study, we used prosodic parameters such as pitch signals, energy, and their each derivative, which were then
trained by HMM for recognition. Speaker adapted emotional models based on maximum a posteriori(MAP)
estimation were also considered for speaker adaptation. As results, the simulation performance showed that the

recognition rates of vocal emotion gradually increased with an increase of adaptation sample number.
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I. Introduction emotional states that one expresses in conversation.

In the human-human interaction, we sometimes  1he human-computer interfaces could be made to
feel the emotional states, contained in voices, such as respond differently if the machine understands the
anger, surprise, or sadness in the course of emotional states or feelings of user. Therefore,
communication. It is because the voice is an indicator ~ understanding those nonverbal communications has
of the psychological and physiological state of the been one of the most important subjects for the
person, as well as a communicative means. In the ultimate goal to a human-like robot. Figure 1 shows
human-computer interaction, therefore, it would be  the virtual conversation between human being and

quite useful if a computer system can recognize human robot system understanding human feelings or mental
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states. In this example, we can see that the further
information on the present emotional state of user is

revealed through emotion recognition.

Good morning,
You seem to be happy today.

—)

Emotion

Good morning !

System

User

oY L AHERbs 2R BHANS £ A o
Fig. 1. Virtual through  emotion
recognition between user and robot.

communication

In the recent years, many researches on analysis
of human emotional factors have been conducted,
particularly, in the fields of emotional voices, facial
expressions, and body gestures etc. Therefore, it is
the one of essential issues to study real aspects of
human  emotional

In recognizing emotional states or human

nonverbal  communication  of
expressions.
feelings contained in speech signals, however, there are
reports[1,2,3,4]

classification

still  few which are based on

mathematical methods or  pattern
recognition techniques .

In this paper, new approach of discriminating
emotional states was attempted to realize using a
statistical model based on hidden Markov
model(HMM)[5,6,7,8] which has been most widely used
in the area of speech recognition. Therefore, this
study has advantages that the proposed modules of
emotion recognition can be easily integrated with the
existing speech recognizer, since both systems are
based on the same architecture compatible in basic
algorithms.  The emotional features that consist of
prosodic information are extracted and then trained to
form standard models. In this case, the adapted
emotional models using maximum a posteriori{MAP)

estimation are also considered for better performance

on specific speakers.

II. Extraction of Emotional Feature

The emotional feature parameters are first

extracted from voice signals that contain emotional

The prosodic information [9,10,11,12] is
acoustic

information.
well known as an indicator of the
characteristics of vocal emotions [13,14,15,16}.
experiments, we used four kinds of
parameters that consist of pitch, energy, and each
derivative element. For incorporating the effect of
speaking rate in voices, furthermore, we also used
discrete duration information{17,18] in the course of
training based on HMM.

Figure 2 shows that the speech samples were
labeled at the syllable level (for example, /Ta/ and
/Ro/) by a manual segmentation where only voiced
The speech

In our
prosodic

regions are considered as data points.
signals in the voiced regions were smoothed by a
spline interpolation. From the speech waveform, the
emotional feature parameters are extracted for the

training and recognition in HMM.

/tal | /ro/

a3 2. /Ta/$ /Ro/Z del8Ed 4 339 o
Fig. 2. Example of speech waveform labeled by two
parts /Ta/ and /Ro/.

Figure 3 and 4 show the pitch and energy signals,
respectively, extracted from emotional speech, /Taro/,
that was spoken by a female actress. In this figures,
it was noticed that the level of feature signals in
anger state is, particularly, the highest among five
kinds of feature curves. Figure 5 and 6 show the

time-differential emotional features as derivative
elements[17,18]
respectively.

figure 3,45, and 6, it is found that the feature curves

of both pitch and energy signals,

From each feature signals shown in
are different in each emotional state. Therefore, we
can build five different kinds of characteristic emotional
models, respectively, through a training process using
HMM.
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Fig. 3. Pitch signals for emotional feature parameters
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Fig. 4. Energy signals for emotional feature
parameters.
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Fig. 5. Time-differential pitch signals for emotional
feature parameters
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Fig. 6. Time-differential energy signals for emotional
feature parameters.

Ill. Emotional model adaptation
The MAP estimation[18,19] is also called Bayesian
successive estimation of HMM parameters for a new
speaker in a framework. The estimated mean vector
value after given N samples is shown as,

N
a,uo+2X‘
» _ i=1
Fw = a + N M

where a is an adaptation parameter. The estimated

covariance matrix using N samples is

1 .
Zsz{XNX; —(@+N)uyuy

+(B+N=-DY +(@+N-Dpy py} @)

where B is a coefficient. In our experiments, the
values of «o,B were set at 15 and 50 respectively,
which were determined experimentally.

The speaker adaptation is performed with
successive training of speaker-independent(S-1) models
There

One is well known as

using small amounts of adaptation speech data.
are two adaptation methods.
the supervised speaker adaptation(SSA) which achieves
the adaptation in accordance with
Another known as the
unsupervised speaker adaptation(USA) where the label

correct label

sequences. model is

sequences are provided automatically by the Viterbi
segmentation.

Figure 7 shows a block diagram of unsupervised
speaker adaptation for emotion recognition based on
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MAP estimation. The utterances of specific speaker
and the emotional sequences are first given to Viterbi
segmentation and then inputted to MAP estimation
algorithm in which S-I emotional models are updated

to speaker-adapted(S-A) models.

//
e Soek i S-1 Emotional Models |, ~ J\
Specific Speaker’s

Utterances
Viterbi . - MAP
Segmentation Estimation

! A

Emotional - 7
Sequences | 8-A Emotional Models 7 A

I

A=
Fig. 7.
adaptation for emotion recognition.
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Block diagram of unsupervised speaker

IV. Recognition of emotional states

In this study, the syllable label as a basic unit is
defined for emotion recognition. Therefore, the basic
units can be concatenated to form word or sentence
emotional models, so that it would be possible to
realize continuous emotion recognition for future works.
Figure 8 illustrates HMM network of emotional states
in /Taro/ speech as an example where five different
models are concatenated into

syllable emotional

one-word emotional model.
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Fig. 8. HMM network of emotional states in word

Figure 9 shows an overall emotion recognition

system in which speaker adaptation modules based on
MAP estimation are incorporated into the main module.
In case the speech signals are given to the system,
features are first picked out for
pre-processing and then entered HMM
recognizer which has an advantage of modeling a
duration of each HMM state. In this case, S-A
emotional models are trained based on MAP estimation
mentioned in the above section. Therefore, the system
finally recognizes emotional states using the trained
S-A emotional models.

emotional
emotion

Anger
Happiness

: - DDCHMM Normal
Speech ‘ ‘ Emotion Recognizer ‘ Sadness
r Surprise
e —
S-A Emotional Models

(T .
S-I Emotional Models |Mip{ MAP Estimation

Viterbi Segmentation

Speaker’s utterances

Speaker Adaptation

W 7k gAY

system with
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Fig. 9. Overall

speaker adapted emotional models.

emotion recognition

V. Experiments and Discussion

As emotion database, we captured speech samples

that were the emotionally induced utterances,
simulating five emotional states such as anger,
happiness, normal, sadness, and surprise. From the

word, Japanese
The 175
samples(7 samples*5 emotions*5 speakers) spoken by 3

utterances, the semantically neutral

name 'Taro’ was picked out for evaluation.

actors, 2 actresses were used for training data. On
the other hands, the 35 samples(7 samples*5 emotions)
spoken by 1 female professional announcer were used
for adaptation data. For test data, we used 100
samples(20 .samples*5 emotions) spoken by the same
speaker in adaptation procedure.

The speech signals are sampled and analyzed for
pre-processing of emotion recognition as shown in
table 1.
features that are composed of pitch,

regressive coefficient(RGC)[18,19], energy RGC as well

We then extracted four dimensional emotional
energy, pitch

as discrete duration information.
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Table 1. Analysis of speech signals

Sampling rate 16Khz , 16 Bit
Pre-emphasis 097

Window 16 msec. Hamming window
Frameperiod 5 ms

pitch signal , energy,
Feature parameters |pitch RGC, energy RGC,
discrete duration information

In simulation experiments, we performed two kinds
of recognition tests on five and two different emotional
states, respectively. Figure 10 shows the one of the
test results in which the recognition rates depend on
speaker adaptation in five different emotional states. It
is noticed that the recognition rates in each emotional
state grow gradually, in which the anger state has the
highest recognition rate. However, the overall rates
are unsatisfactory because of an insufficient training of
emotional states. This is mainly due to the inadequate
database. Therefore, the

performance of emotion recognition would be much

amounts of emotion

better if the training procedure is converged to a
relevant level by using enough emotional speech data.

o =N ® o =
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~+ anger -#- happiness -+ normal -« sadness % surprise~
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Fig. 10. Emotion rates dependent on
speaker adaptation in five different emotional states.

recognition

The other experiments are shown in figure 11, in
which the
adaptation in anger and normal states.

recognition rates depend on speaker

We can see
that the recognition rates in anger and normal states
increase of adaptation

grow increasingly with an

sample number. In practical applications using emotion
recognition techniques, it would be - quite useful if
computer system can recognize only two emotional
states such as anger or normal state. For example,
the system will be able to advise user to relax when
anger state is detected from his or her speech. In
addition, the system might perceive the stressful
situation that occurs in human-computer interaction,
and correct the unnatural conversation.

Rate (%)

° 1 2 3 4 5 6 7

Adaptation Number

P— Anger - Normﬂ]

2y 11 Bx9 B A g ZHAANE
Fig. 11. Emotion recognition rates dependent on
speaker adaptation in anger and normal states.

VI. Conclusion

This paper has described the new approach of
recognizing human emotional states contained in voice
signals using HMM and MAP adaptation techniques.
The present study aims the friendly human-computer
interaction by incorporating the nonverbal information
such as emotion into general speech information. For
realization, the prosodic information was first defined
and extracted from speech signals for
The feature parameters were then given

emotion
recognition.
to HMM for training and recognition, in which specific
speaker’s utterances were also used for building
adapted emotional models based on MAP estimation.
For evaluation, the presented that the
recognition rates in each emotional state grew little by
little with an increase of adaptation samples. It was
found in the experiments that HMM and MAP
estimation algorithms, which have been chiefly used in

results

the area of speech recognition, were also useful in
identifying emotional states contained in voice signals.

A5Ax 1 2002. 6. 7 FALE 1 2002. 7. 7
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