108

JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL.4, NO.2, JUNE 2002

Enhancing TCP Performance over Wireless Network with
Variable Segment Size

Keuntae Park, Sangho Park, and Daeyeon Park

Abstract: TCP, which was developed on the basis of wired links,
supposes that packet losses are caused by network congestion. In
a wireless network, however, packet losses due to data corruption
occur frequently. Since TCP does not distinguish loss types, it ap-
plies its congestion control mechanism to non-congestion losses as
well as congestion losses. As a result, the throughput of TCP is
degraded. To solve this problem of TCP over wireless links, pre-
vious researches, such as split-connection and end-to-end schemes,
tried to distinguish the loss types and applied the congestion control
to only congestion losses; yet they do nothing for non-congestion
losses.

We propose a novel transport protocol for wireless networks.
The protocol called VS-TCP (Variable Segment size Transmission
Control Protocol) has a reaction mechanism for a non-congestion
loss. VS-TCP varies a segment size according to a non-congestion
loss rate, and therefore enhances the performance. If packet losses
due to data corruption occur frequently, VS-TCP decreases a seg-
ment size in order to reduce both the retransmission overhead and
packet corruption probability. If packets are rarely lost, it in-
creases the size so as to lower the header overhead. Via simula-
tions, we compared VS-TCP and other schemes. Our results show
that the segment-size variation mechanism of VS-TCP achieves a
substantial performance enhancement.

Index Terms: Wireless networks, TCP, variable segment size, end-
to-end approach.

I. INTRODUCTION

An interest in the Internet has been exponentially growing
owing to the exploding popularity of World Wide Web(WWW)
and the wide spread of communication equipments, such as
Ethernet, ISDN, ATM, and ADSL. As newly developed net-
work technologies are introduced continuously, fresh technolo-
gies and previously deployed ones coexist in the Internet. These
heterogeneous networks can work as a global network by means
of Transmission Control Protocol(TCP) {1} that operates with-
out respect to underlying hardwares. This hardware indepen-
dence of TCP makes it a2 dominant protocol in the Internet. A
new trend in the Internet is the appearance of wireless networks,
such as CDPD, GSM and Wireless LAN. The remarkable char-
acteristics of wireless networks, i.¢., host mobility and portabil-
ity, accelerate the deployment of the wireless networks. How-
ever, since TCP has been developed on the assumption of wired
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link, TCP over wireless link has following problems.

A packet loss can be classified into two types: a congestion
loss and a non-congestion loss. If a queue of any intermedi-
ate routers between sender and receiver becomes full owing to
excessive network traffic, the router drops additional received
packets. This kind of packets drop is called congestion loss.
A non-congestion loss comes from data corruption due to the
noise of channel. While a non-congestion loss rarely happens in
a wired network, the channel of wireless network is very unre-
liable and hence the wireless network suffers considerable non-
congestion losses.

When a packet is lost, TCP always retransmits the packet in
order to deliver data reliably. As TCP is designed for a wired
network, it assumes all the losses are caused by congestion.
Since retransmitted packet may aggravate network congestion,
the congestion control mechanism of TCP reduces data sending
rate aggressively. However, the wireless network essentially has
non-congestion losses and TCP applies the congestion control
even for a non-congestion loss. Therefore, the throughput of
TCP can be degraded significantly in wireless network because
of the congestion control.

To solve this problem in a wireless network, previous re-
searches proposed several transport protocols, such as I-TCP
[2], METP [3], WTCP [4], and Freeze-TCP [5]. I-TCP and
METP split a TCP connection at a base station that locates on
the boundary between wireless and wired networks. Since a
wireless link is typically the last one hop of the entire connec-
tion, no congestion loss exists in the wireless TCP connection.
Consequently, in the split-connection schemes, two types of
packet losses are perfectly separated since congestion losses oc-
cur only in a wired connection and non-congestion ones mostly
do in a wireless connection. However, the schemes induce large
overhead in the base station, which splits a end-to-end connec-
tion and manages both connections. To reduce this overhead, the
end-to-end schemes, such as WTCP and Freeze-TCP, were sug-
gested. They preserve one TCP connection between two end-
to-end nodes and estimate the loss type on the basis of the sub-
sidiary informations, e.g., transmission error pattern or signal
power. However, they have the problem of incorrectness in dis-
criminating the loss type.

Both approaches tried to distinguish the loss type, and ap-
ply the congestion control mechanism to congestion losses
only. However, they do nothing for the non-congestion losses
even though the rate of non-congestion loss varies with time.
Since TCP is optimized for the long-term average of the non-
congestion loss rate, they are not adequate in a short-term view.
Our proposal starts from this point and we try to improve TCP
performance by properly reacting to the non-congestion loss.
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In this paper, we propose a novel transport protocol, Variable
Segment size Transmission Control Protocol (VS-TCP), which
provides a reaction mechanism against the non-congestion
loss. VS-TCP varies the size of segment according to a non-
congestion loss rate; segment, which is composed of TCP header
and data, is the transmission unit of TCP. In a typical TCP con-
nection, the maximum segment size is determined on connection
establishment and remains fixed during the connection. How-
ever, VS-TCP dynamically adjusts the maximum segment size
of a connection according to a current non-congestion loss rate.
When packets are frequently lost, VS-TCP decreases the max-
imum segment size in order to reduce the overhead of retrans-
mission and the probability of packet corruption. If the packet
loss rarely occurs, it increases the maximum segment size and
reduces the header overhead. The segment-size control mech-
anism should be applied to non-congestion loss only. For the
loss-type discrimination, our scheme divides a connection like
the split-connection schemes do. While the original TCP is de-
ployed in a wired connection, the non-congestion loss control
mechanism is applied only to a wireless connection. Therefore,
congestion losses are handled by the congestion control of the
original TCP and non-congestion losses are efficiently handled
by VS-TCP.

The rest of this paper is organized as followings. A detailed
background is presented in Section II and related works are
found in Section III. In Section IV, we explain the overall struc-
ture of our scheme and, especially, the segment-size variation
mechanism of VS-TCP. Section V presents simulation environ-
ment and evaluation results and Section VI concludes this paper.

II. BACKGROUND

A. The Characteristics of Wireless Link

There are two obviously different characteristics between a
wireless link and a wired one.

o The inherently high bit error rate
While the packet error rate of wired LAN is usually about
108, the recommended error rate of wireless LAN is
4 x 1075, In the case of wireless WAN (e.g., GSM and
CDPD), moreover, the packet error rate is much higher
than that of wireless LAN. For example, the packet error
rate of CDPD increases from 0% to 10% as the mobile
node speeds up from 0 mph to 50 mph. [4]

e The large variation of error rate
Since the wireless link is vulnerable to interferences, the
error rate varies according to circumstances. The previous
study showed that the maximum variation of frame error
rate is 0.28 per minute in a wireless link. [6] In a wireless
network, a fixed error rate can not be assumed owing to
the large variation of error rate.

B. Problems of TCP over a Wireless Link

To transmit a packet reliably, TCP retransmits a lost packet;
the loss of packet is determined by whether an acknowledgment
packet (ACK) is received successfully or not. After TCP sends
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Fig. 1. The negative effect of wrongly invoked congestion control.

a data packet, it waits for an ACK from the destination node. If
it does not receive an ACK during a specified period of time, it
regards the packet as lost and retransmits. The waiting period is
calculated based on a round trip time, an interval from the trans-
mission of a packet to the reception of a corresponding ACK.
Until it receives an ACK, it repeatedly retransmits the missing
packet and hence achieves a reliable transmission. Reference [7]
gives more detailed description about data transmission mecha-
nism of TCP. TCP was made on the basis of a wired link and, as
a result, TCP over wireless links has problems. The operations
that cause problems on the wireless are the congestion control
mechanism and the segment size determination of TCP. Follow-
ing subsections describe the TCP operations and the problems.

B.1 Congestion Control

As traffic increases, queues in routers are occupied gradually
and become full finally. Then, the routers probably discard ad-
ditional incoming packets. Such packet losses are called con-
gestion losses. To dissolve a network congestion, the conges-
tion control mechanism of TCP shrinks window, the maximum
amount of data that TCP can send without waiting ACKs of pre-
viously sent data. As a result, the additional, incoming flow to
the network is reduced and the congested routers may make the
free space in their queues. The diminished window is restored
gradually whenever TCP receives an ACK. Since the success-
ful receipt of ACK implies the improved network status, TCP
increases the rate of sending data.

Data corruption as well as network congestion can provoke a
packet loss, and yet TCP does not distinguish the loss type. It
regards all packet losses as caused by congestion. Even when
a non-congestion loss occurs, TCP reduces the sending rate but
a network may not be congested. Owing to extremely low bit
error rate of wired media, such absurd behavior of TCP does
not matter in wired networks. In wireless networks, however,
non-congestion losses occur frequently and throughput of TCP
can be greatly degraded. Fig. 1 shows an example of TCP per-
formance degradation due to wrongly invoked congestion con-
trol. We have compared normal TCP with the modified TCP in
which congestion control mechanism is removed. In the figure,
after wrongly invoked congestion control, normal TCP spends
long time on recovering the transmission rate. In this case, the
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modified TCP works better rather than normal TCP.

B.2 Segment Size of TCP

The term segment means the data transmission unit of TCP. A
segment may be sent as one packet. Maximum segment size
is determined at TCP connection establishment and is main-
tained until the connection closes. TCP calculates the largest
segment size by means of Path-MTU discovery or uses a preset
default value, in general, 512 bytes. Maximum Transmission
UnittMTU) means maximal frame size of underlying link and,
if the size of packet exceeds that value, IP divides the packet
into several smaller packets. Such action is called IP segmenta-
tion. TP segmentation is an expensive process and can degrade
end-to-end performance. [8] It is avoided by using Path-MTU
discovery that finds the minimum value among MTUs of links
along a TCP connection. As a result, TCP acquires the largest
segment size that is small enough not to incur IP segmentation.
Since data transmission with larger size can reduce the header
overhead, TCP sends data with the size obtained by Path-MTU
discovery.

In wireless networks, however, the optimal frame size in a
link-layer changes according as link conditions, such as bit er-
ror rate and latency, vary with time. Consequently, the optimal
segment size of TCP connection may vary also and throughput
with minimum MTU acquired by Path-MTU discovery may be
lower than that with other size. The optimal segment size is not
fixed in wireless networks. To achieve better performance, TCP
should adapt maximum segment size for the current link condi-
tions.

III. RELATED WORK
A. Existing TCP Solutions

A.1 Split-connection Scheme

As mentioned above, TCP was designed on the basis of wired
link and a TCP connection over heterogeneous links there-
fore causes some problems. To dissolve these problems, split-
connection schemes divide a TCP connection between a fixed
host (FH) and a mobile host (MH) into two TCP connections.
Each connection is then laid over homogeneous links. Fig. 2
gives a brief description of split-connection scheme. The base
station (BS) that supports MH’s mobility is the boundary node

between wired and wireless networks. While the connection be-
tween FH and BS is composed of wired links only, the one be-
tween BS and MH consists of just wireless links. In the data
transmission from FH to BS, BS buffers the data sent by FH and
replies an ACK to FH immediately. Then, the responsibility of
delivering the data reliably to MH is handed to BS. In the case
of data from MH, BS also buffers the data and tosses them to
FH.

The split-connection scheme has two advantages, faster re-
transmission and exact discrimination of loss-type. In normal
TCP, lost packets are retransmitted by FH. With splitting, how-
ever, BS retransmits the packets lost on wireless links. Since
the connection between BS and MH is typically one hop and is
much shorter than the entire pass, the interval between loss and
retransmission is much shorter than that of normal TCP, thus the
retransmission is much faster than normal TCP and, in addition,
the decreased window size is restored also more quickly.

The other advantage is that packet loss can be exactly dis-
tinguished if a wireless link is the last one hop of connection.
Congestion losses are occurred by packet drop at an intermedi-
ate router or destination host, whose receiving buffer becomes
full. Particularly in the case of one-hop connection, the desti-
nation host may not drop packets because the amount of data
in transmission is limited to the free buffer size advertised by
the receiver, called advertised window. In addition, the connec-
tion between BS and MH has no intermediate routers and there-
fore does not suffer from congestion losses. In the connection
between FH and BS, reversely, non-congestion losses induced
by data corruption rarely happen because the underlying wired
links are extremely reliable. Hence, it is a reasonable assump-
tion that the connection over wired links has congestion losses
only and the one over a wireless link has non-congestion losses
only. The type of packet loss can be determined by the connec-
tion where the packet was lost.

However, the split-connection scheme overburdens BS, which
should manage a couple of connections and buffer, and hence
BS can be a bottleneck if too many connections pass it. More-
over, an intra-area movement of MH incurs a complicate prob-
lem. MH can move to the area served by other BS and this op-
eration of changing BS is called a hand-off. At a hand-off, the
previous BS must hand over buffered data and state information
of connections to a new BS. If the state information is not mi-
grated completely, new connection-split at the new BS must be
built again in order to set parameters, such as source and destina-
tion IP addresses, source and destination port numbers, window
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size, and sequence number. Also, data buffered at old BS must
be migrated for the reliable packet delivery.

The typical example of split-connection schemes is Indirect-
TCP (I-TCP)[2], which builds two normal TCP connections.
While normal TCP works well in wired links, the TCP connec-
tion over a wireless link has a problem; it wrongly invokes the
congestion control mechanism against a non-congestion loss. To
dissolve this problem, other researches suggested modifying the
transport-layer protocol of a wireless part, i.e., between BS and
MH, which can be easily deployed and altered. Mobile End
Transport Protocol (METP) [3], similar to ON-OFF protocol
[9], adopts a modified TCP in the wireless connection. METP
assumes that only the last one hop is a wireless link and link-
layer retransmission covers all non-congestion losses. Hence,
most functions of the original TCP are cut away and the modi-
fied TCP operates only the flow control. METP eliminates the
problem of congestion control wrongly invoked but does not
dissolve the problems of wired connection overhead and buffer
overhead of BS.

A.2 End-to-end Scheme

End-to-end schemes distinguish loss types on the basis of
end-to-end approaches. They maintain only one seamless con-
nection between FH and MH so as to eliminate the overhead of
BS.

WTCP [4] maintains the pattern of non-congestion losses and
estimates non-congestion loss rate from the pattern. If current
loss rate is much higher than the estimated loss rate, it is de-
duced that losses are caused by network congestion. This ap-
proach is based on the assumption that congestion losses are
less frequent than non-congestion losses. It checks the inter-
arrival time of packets and regards the increase of packet inter-
arrival time as the signal of future congestion. When it detects
future congestion, it reduces the data sending rate in order to
avoid congestion. As a result, congestion losses become in-
frequent. It assumes that congestion losses are less frequent
than non-congestion losses. In the real world, however, the non-
congestion loss rate varies widely and it is difficult to define a
fixed non-congestion loss pattern. WTCP may sometimes mis-
take a non-congestion loss for a congestion loss.

Freeze-TCP [5] predicts a future non-congestion loss by mon-
itoring the physical signal strength of mobile device. It re-
gards signal fading as an indication of future non-congestion
loss. However, Freeze-TCP needs link-layer support of mea-
suring the signal strength and depends on the signal fading pat-
tern. In other words, it works well only when the signal strength
weakens gradually.

The end-to-end schemes have no hand-off overhead and no
state maintenance. However, since their loss-type predictions
depend on uncertain previous informations, their loss-type dis-
criminations are less accurate than those of the split-connection
schemes.

A.3 Missing Point of Existing Solutions

The above-mentioned schemes try to apply the congestion
control to only congestion losses. However, they do nothing
when a non-congestion loss occurs. In this paper, we propose
a novel transport protocol with a non-congestion loss control
function. The proposed TCP adapts to the current wireless-
channel condition that is deduced from the frequency of non-
congestion loss. It invokes the proper control function for non-
congestion loss and improves the performance. Our proposed
mechanism focuses on not the loss-type discrimination but the
‘non-congestion loss control” functionality, which the previous
researches have not addressed. The novel functionality can be
added to the original TCP as well as the previously mentioned
protocols.

B. Varying the Frame Size in a Link-layer

Before our approach, varying the frame size in a link-layer
has been already proposed. Ludwig et al. [6] suggested a dy-
namic frame size adaptation to a current link error rate. Their ex-
periments showed that the typical frame size is too small to gain
maximum performance as the header overhead is very large. To
verify the idea, they increased the frame size by many times,
e.g., twice and four times, and checked the performance en-
hancement.

Since the bit error rate of wireless link widely varies with
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time, the fixed frame size cannot be optimal all the time. If the
error rate is high, the small frame size has advantages since the
retransmission overhead is reduced and the probability of packet
error decreases. On the other hand, if the error rate is low, the
large frame size is profitable as the header overhead is small.
In the Fig. 3, such features are shown. Ludwig et al. verified
that the adaptively varying frame size can be efficient in a real
case by calculating the expected throughput gain, which is about
20%. They also showed that the variation of error rate is not
as fast as the timeout value and hence the feedback mechanism
using ACKSs can be applied.

With respect to varying a size, our idea and the above scheme
are similar. If a non-congestion loss is handled in a link-layer,
handling packet losses of two distinct types is separated, and
each layer can concentrate on one type of loss. However, we
think that transport-layer handles better than link-layer owing to
following reasons.

o Based on an end-to-end view: When a connection is over
multiple wireless links, Ludwig et al’s scheme may in-
voke several link-layer fragmentations but our scheme
does once at a sender host. Moreover, our scheme varies
size per connection but the link-layer cannot distinguish
different connections. Even though the link status under
each connection is different from other connections, all
connections are treated as same in Ludwig et al.’s scheme.

¢ Fairness between connections: To handle non-congestion
loss in a link-layer only, link-layer must reliably trans-
fer lost frame by retransmission. As the number of frame
buffer is just one, a packet toward the path in good condi-
tion may be blocked by the current retransmitting packet
toward the path in bad condition. To solve this problem,
link-layer must have multiple separate buffers for each
connection like transport-layer as in [10].

e Hardware independent: To apply the approach suggested
in [6], link-layer protocols are changed and, consequently,
the underlying hardwares used within a connection should
be also changed. Also, the link-layer protocol for one
hardware cannot be used for another hardwares without
modification. However, our scheme changes TCP that is
independent of the underlying hardware. It can be applied
to all kinds of wireless networks without change of hard-
ware and the link-layer protocol.

e Hardware complexity: To vary a frame size according to a
loss rate, the link-layer should additionally achieve com-
plex operations, such as buffer management, fragmenta-
tion/assembly, and timer management. As the link-layer
becomes complex, the hardware is getting more complex.

Besides, to be effective, the link-layer should manage param-
eters, data structures, and buffers per node. That means link-
layer includes almost all TCP properties and complexities. It
not only increases the system overhead by redundant opera-
tion but also contravenes the concept of layering by overlapping
transport-layer with link-layer.

Compared to our solution, the link-layer approach has an ad-
vantage of wider coverage. Since ours is only applicable to TCP,
other transport protocols, such as UDP, is beyond the benefits of
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Table 1. Comparison between previous protocols and VS-TCP.
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congestion window on-off wincow

it. On the contrary, The link-layer solution can be applied to the
UDP as well. However, its retransmission mechanism increases
the packet transfer time, which is harmful to UDP as UDP is
best-effort service and mainly used for real-time traffic.

IV. VS-TCP

In this section, we explain VS-TCP, which has a reaction
mechanism to non-congestion loss. We assume that a wireless
link is the last one hop of entire connection. Hence, no loss
due to network congestion in intermediate routers exists. Such
assumption is reasonable since most of wireless environments,
such as wireless LAN, CDPD, and GSM are built under the
same assumption. Even without the assumption, we can check
that a host is one-hop distant over a wireless link by means of
an interface information and a routing table that provides the
hop-count towards the host. We split a connection in order to
separate non-congestion losses in a wireless link from conges-
tion losses in wired links. From splitting, the management of
congestion losses is totally shifted to normal TCP of wired part.
VS-TCP is applied just to a wireless connection and handles
non-congestion losses. Since we assumes no congestion loss
in wireless link, VS-TCP does not handle any concerns about
contention-related fairness between multiple connections over
the wireless link. In the protocol, the segment size optimized to
current non-congestion loss rate is dynamically changed so that
the performance over the entire connection is improved.

The differences among TCP, METP, and VS-TCP are shown
in Table 1. ‘TCP’ means normal TCP that is the wireless part
of I-TCP and ‘METP’ is the variation of the wireless part of I-
TCP. In VS-TCP, the congestion control mechanism of TCP is
removed and non-congestion loss control mechanism is added.
Following subsections describe these differences and VS-TCP
in detail.

A. Elimination of Unused Part of TCP

Since no congestion loss exists in a wireless link that VS-TCP
is applied, all functions related to the congestion control can be
eliminated. The functions related with congestion control are
activated whenever a new packet is sent, an ACK received, and
any timer expired. In VS-TCP, therefore, the removal of conges-
tion control functions reduces the processing overhead and can
compensate for the additional overhead of non-congestion loss
control function. Besides, the congestion window is not used
and only the advertised window is used to limit the sending rate
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of the sender. Window size is set to the advertised window size
of destination host and prevents the host’s receiving buffer from
overflow.

B. Non-congestion Loss Control

TCP connections over wired links are stable, and the optimal
segment size of them rarely change. Hence, until the connection
is closed, normal TCP deploys the segment size that is deter-
mined at the connection establishment. The segment size that
may be the largest possible value without IP segmentation re-
sults in the best performance. Contrary to wired links, in a wire-
less network, the link status when a connection is established
is different from the status when data is transmitted. Because
the bit error rate varies widely with time, the link status also
varies and hence the segment size determined at the connection
establishment may not be adequate when data is transmitted.
The key idea of non-congestion loss control mechanisms used
in VS-TCP is to change a segment size adaptively according to
the current non-congestion packet loss rate.

The segment-size control mechanism is based on the follow-
ing observations:

e When the packet loss rate is high, the smaller segment size
is more profitable owing to small retransmission overhead
and small corruption probability.

e When the packet loss rate is low, a large segment size has
advantages due to low header overhead. As a result, a
larger segment can be sent once.

The advantages of variable segment size is illustrated in
Fig. 4.

B.1 Mechanism

In this paper, we suggest two segment-size control mecha-
nisms. The first one is similar to the congestion control mech-
anism of TCP and the other uses the calculated non-congestion
loss rate.

e Size variation mechanism
e Method 1
— When a timeout occurs or a duplicate ACK is received,
which means that a non-congestion loss occurs, s is de-
creased.
. s
if s > sy, then s = max(i,
— When an ACK is received, which means that data is
successfully transmitted, s is increased.

Smn)

if 8§ < Sy then s = min(s + As, spz)

e Method 2
— Whenever a non-congestion loss occurs or an ACK is

received, e, and s is updated.
if s > 2me

. then s = max(2, smn)
2 27 Smn
if €c > eyand s > smn { else, s = max(s — As, $mn)

else if e, < ey, and 8 < 8y, then 8 = min(s+As, sp,)

e Used metrics

e used in method 1, 2

- 5 (Segment size) : Segment size of VS-TCP. s varies
with the current error condition, in the range between s,
and S,q.

— 8; (Initial segment size) : Initial value of s; the seg-
ment size at the connection establishment. This may be
the same as the segment size determined by Path-MTU
discovery in normal TCP.

— As (Degree of change) : s is increased or decreased
by the unit of As. '

- Smaz, Smn (Boundary value of s) : s,,, is the maxi-
mum value of s and s,,,,, is the minimum.

« used in method 2 only

— ey (Wanted loss rate) : Method 2 adjusts segment size
to maintain current loss rate below this value.
ey is set when the connection is established.



114

- e (Current loss rate) :
0. = The number of losses in previous L., packets

c — Lw

-~ L., (Loss window) : L,, is the number of packets that
is used to calculate e.. If we adjust L,, to small, we canre-
act to loss rate change more fast, however, the granularity

of e. decreases.

The mechanism of method 1 in varying a segment size is
similar to that of the normal TCP in varying a congestion win-
dow. The reason why the segment size is decreased multiplica-
tively and increased additively is that non-congestion losses oc-
cur with burstiness like congestion losses. The burstiness of
non-congestion losses means that additional losses may follow
a non-congestion loss. Hence, when a loss is detected, VS-TCP
assumes that additional losses will occur and reduces a segment
size by half. Since VS-TCP quickly reacts against a loss, the
retransmission overhead can be reduced largely. After a burst
data corruption, VS-TCP increases a segment size additively;
the slow increasing is better since the header overhead is lighter
than the retransmission overhead. The parameters, €.g., Sy and
Smn. influence the throughput of VS-TCP. The larger s,,, may
increases both packet error rate and efficiency due to low header
overhead. The parameter s, should be carefully selected since
too high s,,, decreases the effectiveness of VS-TCP and the
smaller value increases the header overhead.

Method 2 uses packet loss rate in varying a segment size.
When the measured loss rate e, is lower than a given rate e,
VS-TCP increases the segment size, and, in the reverse case,
it decreases. The smaller e,, decreases the average segment
size but increases the header overhead. When the parameter is
large, the retransmission overhead is increased. The best e, is
changed according to a real loss rate and should be selected care-
fully. We recommend e,, higher than the real loss rate because
e is calculated in a short term.

In method 2, the value of loss window size L,, is closely re-
lated to the performance. If the size of L,, is large, the method
can estimate current loss rate more accurately. However, its re-
action time is much larger since it takes some period of time for
the calculated loss rate to reflect the real loss-status. If the vari-
ation of loss rate is relatively large, method 2 may fail to follow
up the real loss rate. On the contrary, if the size of L., is small,
the method can track the real loss rate quickly. However, the
resolution of the calculated loss rate becomes worse so that the
method sometimes mistakes just a single bit error for a signal of
burst data corruption.

Compared to method 1, method 2 can be more accurate when
the variation of loss rate is relatively slow since the method 2 is
based on the current loss rate and can separate the intermittent
loss from the burst loss. However, if loss rate varies quickly,
L., of method 2 cannot be large because of the long conver-
gence time as mentioned before. With small L., the accuracy
of method 2 may degrades with sparse resolution of the loss rate
calculation.

In Section V, the performances of two methods are com-
pared and we analyze the advantages and disadvantages of each
method in detail. To measure a loss rate, a low pass filter can be
used instead of averaging, but we think that averaging is simple
and enough to estimate.
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B.2 Additional Overhead of VS-TCP

Since VS-TCP splits a connection at BS, the station has
to manage two connections and buffer like the other split-
connection schemes. Additionally, BS has to do more work,
such as the segmentation of data and the segment-size control
mechanism. When VS-TCP reduces the segment size, it should
refine the segment whose size is larger. The refining process,
which involves the memory copy from the segment to several
small segments, has almost the same overhead of IP segmenta-
tion. To eliminate the overhead, a received segment is managed
like a chain of several small memory blocks. Then the memory
copy of the refining process can be replaced by the cut-off of
the links between memory blocks. The overhead of the refining
process can be removed by only managing some pointers.

VS-TCP adjusts the maximum segment size whenever it re-
ceives data or timeout occurs. The additional processing over-
head with the segment-size control mechanism is negligible in
comparison with the overall operation of TCP because varying
the maximum segment size requires a few additions, subtrac-
tions and divisions. In normal TCP, the maximum segment size
of distinct connections can be different. In other words, it al-
ready has data structure to support variable segment size. Hence,
to implement the size variation mechanism, normal TCP needs
to be changed little and the mechanism is simply added.

A possible overhead is that VS-TCP can invoke IP segmenta-
tion, whose cost is expensive. VS-TCP can sometimes make the
segment the size of which exceeds the Path-MTU value and then
IP segmentation may be exercised. To eliminate this problem,
we disable IP segmentation and takes advantage of link-layer
segmentation. Since the segmentation of link-layer occurs when
the data is copied from the kernel memory to the memory of
network interface, it is achieved with little overhead.

V. SIMULATION

A. Simulation Setup

We evaluated the performance of VS-TCP by means of sim-
ulation. Our simulation was based on the Network Simula-
tor(ns) developed by the Lawrence Berkeley National Labora-
tory[11]. VS-TCP method 1 and 2 were compared with follow-
ing schemes:

1. One connection : a normal TCP connection between a
fixed host and a mobile host.

2. Split connection : It is I-TCP. It splits a TCP connection
between a fixed host and a mobile host into two normal
TCP connections. The one is between the fixed host and
the base station and the other is between the base station
and the mobile host.

3. Split connection with the modified TCP that has no con-
gestion control : It is METP. It splits a TCP connection
into two TCP connections. While a wired connection uses
normal TCP, a wireless connection uses the modified TCP
in which the congestion control is eliminated. The wire-
less TCP connection just retransmits lost packets. The
pure performance enhancement due to varying the seg-
ment size can be extracted by comparing VS-TCP with



PARK et al.: ENHANCING TCP PERFORMANCE OVER WIRELESS NETWORK...

Fixed wired link Base wireless link obile
Host 1.5Mbps Statio 2Mbps Host
50ms 3ms

Fig. 5. The network topology in the simulation.
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Fig. 6. Two states Markov model.

this scheme.

Each scheme is experimented 100 times during 30 minutes (in
simulator time) and averaged.

A.1 Network Topology

The network topology used in our simulations is shown in
Fig. 5.

There are three hosts, a fixed host in a wired network, a mo-
bile host in a wireless network and a base station on the bound-
ary. The fixed host and the mobile host communicate with each
other via base station. The number below each link means the
bandwidth and propagation delay of the link. These parame-
ters are from the specification of wireless LAN and communi-
cation across the United States. The wireless link has its own
bit-error pattern, that is explained in subsection V-A.2. We do
not consider other traffic that pass through the links and hence
all network resources are allocated to the TCP connections. An
application in the fixed host establishes a TCP connection with
the mobile host at the beginning of simulation and sends data
continuously until the simulation finishes.

A.2 Error Model

To reflect the burstiness of the wireless error, we used two-
state Markov model, shown in Fig. 6, for the error model of
wireless link. This model consists of two states, error state and
error-free state. The bit-error rate of error state is e and error-
free state means no bit error. Error state is at least sustained
during 7. After 7g, The transition to error-free state can occur
with probability of PgG. If no state transition is decided, the
state is again sustained during 7. In the consequence of above
iteration, the error state is sustained during multiple 7. The
average error state duration is calculated as follows:

)= =L

75 (1+ (1= Prg) + (1 - Pge)* + - =5
EG

Accordingly, the burstiness of the error can be adjusted by the
value of 75, Pgg and e. In the same manner, error-free state is
at least maintained for 7o and can be extended also.

Table 2 shows all parameter values used in simulations. 7g,
Tq are obtained from the wave-LAN model proposed by Nguyen
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Table 2. Parameter values for error model.

[[ Parameter ] Value I
T® 0.0002 s
TG 0.0224 s
Pra 0.1~04
Por 05~09
€ 0.003 ~ 0.01

Table 3. Parameter values for VS-TCP.

(| Parameter | Value || Parameter | Value ||

8i 512 As 128
Smez 1024 Smn 128
ew 0.1 Loy, 5

et al. [12]. Typically, 7, the duration of error-free state, was
much longer than 7g, the duration of error state. We changed
the average packet loss rate of wireless link from 1% to 13%
by adjusting Pg¢ from 0.1 to 0.4 and Pgg from 0.5 to 0.9; the
packet loss rate is checked when the size of packet is 512 bytes.

B. Simulation Result

By simulation, we compared the throughput of the proposed
scheme and other schemes. Experiment results are shown in
Fig. 7. In the figure, one means one connection over entire link,
two does the split-connection using two normal TCP, and nocon
does the split-connection with the modified TCP that has no con-
gestion control. VS-TCP I and 2 imply VS-TCP with method 1
and 2. The parameters used in VS-TCP I and 2 were selected
to perform the best and are shown in Table 3. The value of L,,,
which determines time period to calculate average error rate, is
chosen from the range between 1 and 100. Since short term av-
erage is more important than longer one in vulnerable wireless
environment, values over 100 have little meaning. e, is also
selected to have maximum throughput by varying from O to 1.

Fig. 7(a) shows the throughput of each scheme with varying
the packet loss rate. The throughputs of all schemes decrease
as the packet loss rate increases. To view the performance gap,
throughputs normalized by that of nocon is plotted in Fig. 7(b).
From that figure, the net performance gain of segment-size con-
trol mechanism can be obtained.

We could get following observations from the results:

1. Schemes that do not have a congestion control mecha-

nism, such as nocon and VS-TCP 1 and 2, outperform
schemes that have.
The reason is that the latter shrink window when a non-
congestion loss occurs. The shrinkage of window leads to
degradation of the throughputs. As the packet loss rate
rises, they wrongly invoke the congestion control more
frequently, and the performance consequently decreases.

2. When the packet loss rate is over 1%, the throughput of
VS-TCP 1 is better than that of nocon.

When packets are frequently lost, VS-TCP reduces the
segment size. As a result, the retransmission overhead is
reduced and the probability of successful transmission in-
creases. Reversely, when the packet loss rate is low, VS-
TCP increases the segment size to reduce the header over-
head. The performance gain of VS-TCP with respect to
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Table 4. Optimal segment size for split-connection with wireless TCP that has no congestion control.

Packet error rate (%) 1

2

3 5 9.5 11

Optimal Segment size (bytes)

384

384 | 320 | 256 | 256
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Fig. 7. The performance of each scheme with varying the packet loss
rate.

nocon comes from those actions.

The normalized throughput of VS-TCP may increase with
the packet loss rate. Since the high packet loss rate means
frequent long burst errors, the efficiency of the proposed
segment-size control mechanism increases. Remember
that the segment-size control mechanism conditionally di-
minishes the segment size by half. Inherently, there is an
overhead of recovering the previous segment size. As the
size of burst error becomes smaller, the effect of segment-
size reduction decreases with the same recovering cost;
then VS-TCP suffers more header overhead. In Table
4, the optimal segment size obtained is shown according
to the packet loss rate. Therefore, VS-TCP works better
when the packet loss rate is higher.

In typical wireless networks, such as wave-LAN and
CDPD, the average packet loss rates are 3% and 5% re-
spectively. [4], [12] From the results, we confirm that VS-

0.6

o5

VS-TCP1 ——
VS-TCP 2

400 500 600 700 800 1000

(a) Packet loss rate 3%.

200 300 800

08

Vs-ToP1 ——
v8-TCP2

700

(b) Packet loss rate 11%.

800

Fig. 8. Segment size distribution of VS-TCP.

TCP probably outperforms than nocon in a real case.
VS-TCP 1 has better performance than VS-TCP 2, and the
throughput gap between them decreases as the packet loss
rate increases.

The reason is that, in our simulation environment, the vari-
ation of loss rate is not small so that large value of L,,
cannot be used. With large L., e.g., 100, VS-TCP 2 may
fail to follow up current loss rate in time. By experiments,
we found that the optimal value of L,, is 5. However, with
small L, calculated loss rate is too coarse. For example,
only one loss results in the calculated loss rate of 20%. If
the real loss rate is small, the difference between the calcu-
lated loss rate and the real loss rate is large enough to de-
grade the performance of VS-TCP 2 even worse than VS-
TCP 1. As the loss rate becomes larger, however, the dif-
ference is reduced and the VS-TCP 2’s advantage, which
is to check the more accurate error rate, takes effects.
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VI. CONCLUSIONS AND FUTURE WORKS

We suggested a novel transport protocol named VS-TCP in
order to enhance TCP performance over wireless networks,
where non-congestion packet losses occur frequently. The
unique feature that makes VS-TCP distinct from other wireless
transport protocols is the non-congestion loss control mecha-
nism, The others, such as I-TCP, METP, and WTCP, focused
on distinguishing the type of loss so that they apply the conges-
tion control mechanism only to congestion losses. Our scheme
also discriminates the loss type by splitting a connection. In ad-
dition, VS-TCP applies the proposed non-congestion loss con-
trol function to non-congestion losses. The non-congestion con-
trol mechanism adjusts the segment size according to the current
non-congestion packet loss rate: If packets are frequently lost,
it decreases the segment size so as to reduce the retransmission
overhead and the probability of packet corruption. When the
packet loss rarely occurs, the segment size is enlarged to reduce
the header overhead. To study the proposed protocol, we com-
pared it to others by simulations. Our results showed that VS-
TCP outperforms others about 10% on the average, up to 30%.
VS-TCP 1 has the best performance in typical wireless environ-
ments. VS-TCP 2 works well when the packet loss rate is over
10%.

Since the loss-type discrimination of VS-TCP is based on a
split-connection mechanism, it has same problems, such as the
overheads of BS and hand-off. However, the non-congestion
control mechanism of VS-TCP can be used with any scheme
that can distinguish non-congestion losses from others. In our
future work, we will merge the non-congestion control mecha-
nism with end-to-end schemes and, at last, design a novel trans-
port protocol that has its own mechanisms handling the losses
of both types.
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