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HAUSDORFF DIMENSION OF
GENERALIZED MARKOV ATTRACTORS
FOR ITERATED FUNCTION SYSTEMS

Jung Ju Park, HunGg HwaN LEE,
Hun K1 BAEK, AND HYUN JAE YOO

ABSTRACT. We construct lots of non-self similar fractal sets called
generalized Markov attractors for a given (hyperbolic) iterated
function system and calculate bounds of their Hausdorff dimen-
sions.

1. Introduction

Given a hyperbolic iterated function system, we can have a fractal set
called its attractor. The fractal sets obtained in this way are necessarily
self-similar [6]. Ellis and Branton have discussed the Hausdorff dimen-
sion of the attractors of disjoint hyperbolic iterated function systems
[3].

One is also attempted to consider the non self-similar fractal sets
and to study the fractal dimensions of those sets. This problem has
been investigated by several authors ([1], [3], [9] and [10]) who studied
the attractors called the Markov attractors associated with the Markov
transition matrices. In [3], Ellis and Branton obtained an upper bound
for the Hausdorfl dimension of the Markov attractor and have left with
a conjecture for a lower bound. This conjecture has been fully proved
to be true by Yin in [10].

In this paper, we extend the concept of Markov attractors and thereby
we obtain lots of non self-similar attractors for a given hyperbolic iter-
ated function system. We calculate the Hausdorfl dimension of those
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sets. It turns out that the Markov attractor discussed in [3] and [10] be-
longs to a category of the generalized Markov attractors defined in this
paper and we will see that the Hausdorff dimension is not perturbed by
that kind of generalizations. That is, the Hausdorfl dimension of the
Markov attractors is determined only by the given Markov transition
matrix.

In Section 2, we give the necessary notation and preliminaries. In
Section 3, we state and prove the main results of this paper.

2. Preliminaries

DEFINITION 2.1. Let (X,d) be a compact metric space and T;’s be
continuous maps from X to X for ¢ =1, 2, ---, n. Then (X;771, ---,
T,) is called an iterated function system.

We say (X;T1,--- ,Tn) is hyperbolic if there exists a constant 0 < 5 <
1 such that

d(Tiz, Tyy) < sd(z,y) forz,ye X and 1 <i<n,

DEFINITION 2.2, Let (X;T1,---,T,) be a hyperbolic iterated func-
tion system. Then a subset A of X is called the attractor of the system
if

(1) A is not empty and closed,
(2) T;(A) c Afor 1 <i<n,
(3) A is minimal with respect to (1) and (2).

Hutchinson [6] proved that there exists the attractor A for every hy-
perbolic iterated function system and A = (J;_, T,(4). Moreover, for
each a € A, there exists a sequence (41,142, --) such that

lim T, 0Ty, 0---0 T3, (z) =a
:]—)-DO

for all z € X.

The attractor A of a hyperbolic iterated function system (X ; T3, -- -,
T,,) is said to be disjoint if T;(A) N T;(A) = @ whenever ¢ # j.
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EXAMPLE 2.3 ([3]). Let
Enz{(ll,‘lQ’)llgzjgn,j::[’z’}
and define maps o; : &, — ¥, by

Ui(ilsi23"') = (i7i17i27”')7 1 SZSTL

Define a metric d on 5, by d(i,j) =275, if i1 = j1,* % = Ju» bht1 F
Jk+1 where i = (iy,42,---) and j = (j1,J2,---)-
Since

d(o;(i),0:(3)) = %d(i,j), 1<i<n,

((2p,d);01,02,--- ,0,) becomes a disjoint hyperbolic iterated function
system with A = (X,,,d) as its attractor.

DEFINITION 2.4 ([3, 10]). A square matrix M is called a Markov
transition matriz if all of its entries are 1 or 0.

DEFINITION 2.5. A non-negative square matrix M (all entries of M
are non-negative, written by M > 0) is called primitive if M* > 0 (all
entries of M* > 0) for some positive integer k.

DEFINITION 2.6. An n X n matrix M is said to be reducible if there
is a permutation that puts it into the form

M_ Mll M12
M—( 0 M22>

where M|, and Mss are square matrices. Otherwise, M is said to be
srreducible.

Clearly, a primitive matrix is irreducible. For an irreducible nonneg-
ative matrix M, we have the following Perron-Frobenius Theorem.

THEOREM 2.7 ([8]) (Perron-Frobenius Theorem). Let M > 0 be an
irreducible square matrix. Then ||M||, the maximal modulus of eigen-
values of M, is an eigenvalue of M and has strictly positive eigenvector
y (i.e, all components of y > 0).

Now we are going to define the generalized Markov attractors for a
given hyperbolic iterated function system. Let Q@ = {wq,wa, -+ ,w,,} be
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any finite sequence of (different) objects and P () be the set of all per-

mutations (w;, ,w;,,- -+ ,w;, ) of Q. And let 7 be the set of all sequences
(11,72, ), where 7, € P(Q), i = 1,2,--- . Note that for a sequence
(i1,82,---) € Ip, in Example 2.3, we may re-enumerate (41,42, .) as
(11,912, -, f1m, B21, 922, -y f2m,*** )-

The following definition is a new and generalized concept of M- ad-
missible sequence for a Markov transition matrix M given in [3] and
(10].

We denote by M (%, 7) for the (i, j)-entry of M.

DEFINITION 2.8. Let M be a Markov transition matrix. For a given
T = (1,72, ---) €T, a sequence (11,912, ***» 41m, 921,822, *** s f2m, ")
€ 3, is said to be (M, 7)-admissible, if

M(ika(j)’i(k+1)Tk+1(j)> =1

for j =1,2,---,m, k=1,2,3,-+ , where 7(j) is the position of w; in
Tk -

Let

E(M,T) = {(il,ig,"') | (’il,’ig,"') is (M,T) —~admissible}.

DEeFINITION 2.9. Let (X;T3,T5,---,T,) be a hyperbolic iterated
function system with attractor A. Let M be a Markov transition ma-
trix and let 7 € 7 be any sequence (of permutations) given above. We
say that a point a in A is (M, 7)-attractive if there exists an (M, 7)-
admissible sequence (41,42, - - - ) such that

a= lim T;, oT;,0---0T; (z)

oo

for all z € X. The set of all (M, r)-attractive points of A, denoted by
A(y,r), is called the generalized Markov attractor of the system associ-
ated with M and .

EXAMPLE 2.10. Let

Il
—= O
_ O
—
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Then M? > 0. So M is primitive. If m = 1, then Q is a one point
set and so 7 is a one point set. Hence, for 7 € 7, Xas,-) = 3 and
Aty = Anr. where Xy = {(iy,42,++) | (41,%2,---) is M- admissible}
and A, is the Markov attractor of the system associated with M given
in [3] and [10]. Actually,

m = D) = {(ind2, ) | M(ig,the1) =1 forall k}.

On the other hand, if m > 2, we may have different Markov attractors
according to 7. For example, if m = 2 then  is a two point set and
we choose, 7 = (11,72,---) € T so that 7; is identity permutation of
(wy,ws) for all 5. Then

E(Mﬂ.) = {(’i,l,ig,-- )| Mg, ika2) =1 for all k}.

Note that (1,3,2,3,1,3,2,3,---) belongs to X7 but not to X(as ) and
(1,2,3,2,1,2,3,2,--- ) belongs to £5;,-) but not to Txs.

3. Main results

From now on, we consider a disjoint hyperbolic iterated function sys-
tem (X; T3, , Ty) satisfying sid(.y) < d(T3(), Ti(y)) < Fd(z,y) for
all z,ye X and ¢ =1,2,--- ,n, where 0 < 5; < 35; < 1, d is a metric on
X, and M is an irreducible Markov transition matrix.

Let I,u > 0 be such that |[MS'|| = 1 and |MS"|| = 1, where

31 P O 51 PR 0
S=: -~ ], S=|: .
0 - s, 0 -+ 3,

Now, we define another metric d; on X,. For sequences i = (i1, iz,
) € E?‘L andj :(j17j27 ) € Z:‘rh

(s 83,)' d1 =171, ik = Jry kg1 7 Fret
dl(ivj) = Da 7.’1 :j17i2 __"j27' T
]-3 7:1 #.71

It is easy to show that d; is a metric on X, which is different from
d in Example 2.3. We see that ((¥,,d;); o1, --+, on) is also a dis-
joint hyperbolic iterated function system with attractor (¥, d;) and
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dim(%,,,d;) = k, where dim F is the Hausdorff dimension of the set I
and ) 7, (sé)k = 1. For 7 € T, (X(ps,r),d) is also a generalized Markov
attractor of ((X,,d;); o1, -+, 0,,). For a finite sequence I = (i1, ig, -+,
i) we say that I has length k.

THEOREM 3.1. For all T € T, dim((2(pm,r),d;)) = 1.

Proof. The idea of the following proof is based on that of Proposition
1 of [10]. Let v = (v1,v2,- -+ ,v,)! with >_0 ; v; = 1 be the eigenvector
of MS' associated with ||MS"| = 1 in Perron-Frobenius Theorem. Let
[411, *= 5 Tim, 921, ** 5 B2m, ="+ Gk1, < * 5 Lkm] De the set of all sequences
of E(M,q—) with (illv Cry Blmy 821, 70t B2ms tt s Bl ikm) as their
first mk entries and call it a block. Let Bk = {{é11, - -, t1m, ** 5 @k,
oy Akt (B11, -0, fgm) Is (M, 7)-admissible}. Then G is a cover of
Yy and di(B) = (54, ---sz—km)l for B = [i11, " ,izm) € Bk, Where
d;(B) means the diameter of the set B. Clearly, d;(B) — 0 as k — oo
for each B € By. We notice that if > 5 5 d;(B) < L < oo for some
constant L and any k, then dim(X(as,y,d;) < 1. Denoting the sum

/
Z(iu,-u,z‘km):(M,T)—admissible by 2 s We have

14

!
ﬁk(l) = Z dl([illv T ikm]) = Z (Sin e Sikm)l
f
! !
- Z (Simu) ""Simu)) "'(Siln(m) "'Sikw(m))

/
uC ;. . s : l + R
<c § : (""7»17—1(1) Szk'rk.(l)) Ulk.—k(l)

!
(Silﬁ (e "7 Sikr,\.m)) Yikery ()
m
< Cm( Z H('Siln(,»))Z(M‘Sl)(ilﬁ(‘r-)y7:27'2(7"))
(3114 sipem ) T=1
(MSZ)(i(k—l)Tk_l('r)a ik'r;,.('r'))vil\.q.k(,,ﬁ))

m
— § ’ . L.
=c H (5’01#1(1-)) Ulel(r)

r=111 ()

karl
SCMH Z (Silrl(r))l

r=1ilr ()
T
— (Y <,

i=1



Hausdorff dimension of generalized Markov attractors 119

1
min;{v; }

On the other hand, we will show that } 5. ;di(B) have a positive
lower bound independent of the choice of covers 3 of ¥(5s,-). Thus we
get dim(X (a7, di) > 1. Let 8 = {B;} be a cover of X5 ;). Since
(Z(a,r), di) is compact, we may assume that § is finite . For any B; €
B, we can find a block [i1,:++ ,%;] with the maximal length such that
Bj C [il, te- ,ikj] and dl(Bj) = (Sil s Sikj )l = dl([il - 'ikj])- Let Ej be
the first multiple number of multiples of m greater than or equal to k;
and let k = maxj{Ej}. Then Ej = mp and k = mt for some p,t € N
and k; < k; < k for all j. For each j, let B; = [i1, -~ ,igj]. Consider
the cover ar(B;) of B; by blocks of length k. Let us use the notation
B(p) = >_,(di(B;))P for each p > 0 and for any cover 8 = {B;} of a set.
Then

where ¢ =

!

QE(BJ)(].) = Z dl([ib” ) 72:]6_7'7ij+1:”' /%])
(G107 505)

’

, l
= Z (Sil T ‘5ikj SQk:j—H. e SQE) ?

(G, +117595)
where the sum ' is (M, 7)-admissible sequences with M (iy, _m+r,
Qg;ar) = 1 for r =1, ---, m. We may re-enumerate (quH, e, gE)
as (Q(p—i-l)l: U prlyms s Qe qtm)' Then
!
O{E(Bj)(l) < (311 "'SikJ )l Z (sikj—|—1 "'S’i;j)
(’il‘-j-¢-1,"'1igj)

, i

§ : \ l
H(SQ(p—Ll)Tp+1(r) 'SQt‘Tt(r))

(q(ﬂ+1)TP+1(1)1"' :(Jt,‘rb('m)) r=1
m 14
< (TLC) (5’61 e S'l'icj )

! m

Z H(MSZ)(ipr('r')7 q(p+1)7p-'—1(7"))

(Q(p+l)"—})+] (1)7“' scb‘.rb(m)) r=1

c (MY (Gem1y ey () Gire () Vgry o)

ki

= (nc)™ (84, Sy, ) H Vips oy
r=1

< (ne)™(siy -+ 50, )} = (n0)"di(By),
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1
where ¢ = —————. Hence
min;{v; }

B = Y d(B) 2 (n) ™Y ax(B))()

’
= (TLC)_m Z Z (31:] - S'I:;‘;J Sij-O-l - Sql‘—,)l

J (g, +105)

> (nc)—'rn Z ('S’il e qu)l
(i1, qp): (M, 7) —admissible
T

> (ne)™™ Z (56 5i,, )" Z H

(i17-.,,im) (i'z"'z(l)’“'vitrt(m)) r=1
(MS")(ivr, (s B2ma(r)) - (M) (1) () Bt () Vi )
— (nc)~'rr1. Z (5721 8y )l(’Ui] . Uim)

(i1, yim)

= (ne) (3 k)™ > 0

LemMa 3.2 ([7]). Let X,Y be two metric spaces, f : X — Y be a
map and J,7y > 0. Then
(a) if d(f(2), f (1)) 2 vd(z,y)°, then dim(Y) = zdim(X),
(b) if f(X) =Y and d(f(z), f(y)) < vd(z,y)°, then dim(Y) < $dim(X).

THEOREM 3.3. Suppose that (X;Ty,--- ,T7,) is a disjoint hyperbolic
iterated function system satisfying s,d(z,y) < d{T;(z), T;(y)) < §;d(z,y)
for all z,y € X and i = 1,2,-++ ,n, where 0 < 5;, < 5 < 1, M is
an irreducible Markov transition matrix. Then, for any 7 € 7, [ <
dim(A( M) < u where A -y is the Markov attractor associated with

M and 7, |MSY| =1 and |MS"| = 1, where

81 ‘e ] El [ 0

w0
I
aid
S
=¥
w0
|

0 ‘e Sn, O e gn
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Proof. Define f : Eprry — Apury bY f(i1,02,--+) = lmjns T;, ©
i © - Ti.(x) for any & € X. Clearly, f is well-defined. For any
i=(i1,42,-++), j = (J1,52, ) € E(ar,7), We can easily show that there

exists v > 0 such that d(z,y) > v(d;(i,j))!" by using the disjointness,
where z = f(i), y = f(j). (See the argument used in the proof of
Theorem 1 in [10]). By Lemma 3.2(a), we have dim(A(ss,-)) > . On
the other hand, we can also show dim(A(s;.-)) < u using Lemma 3.2(b)
and the result of Theorem 3.1 obtained by replacing s; and [ by 5; and
u respectively. H|

REMARK 3.4. If we take m = 1, we obtain Theorem 1 in [10] as a
Corollary to Theorem 3.3.
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