A DSP Architecture for
High-Speed FFT in OFDM Systems

This paper presents digital sgnal processor (DSP)
ingructions and ther data processing unit (DPU)
architecture for highspead fast Fourier tranforms (FFTS)
in orthogonal frequency divison multiplexing (OFDM)
sygems. The proposad ingructions jointly perform new
operation flows that are more efficient than the operation
flow of the multiply and accumulate (MAC) ingtruction on
which exiging DSP chips heavily depend. We further
propose a DPU architecture that fully supports the
ingructions and show that the architecture is two times
fager than exiging DSP chips for FFTs We smulated the
proposed modd with a Verilog HDL, performed a logic
synthessusing the 0.35mm standard cdl library, and then
verified thefunctionsthor oughly.
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[. INTRODUCTION

Today, various communication standards have been rapidly
developed: WLAN, DTV, Cable modem, WCDMA,
CDMAZ2000, etc. With these systems, after their algorithms
have been thoroughly fixed and verified, custom application
specific integrated circuit (ASIC) chips have been implemented
to reduce their cost, size, and power consumption. However,
ASIC-based solutions may be inadequate for adopting various
standards since they must be redesigned for each application.
With the rapid increase in transistor density, it has become
feasible to keep the functionality entirely in a programmable
digital signal processor (DSP), allowing much faster changes
and upgrades[1].

However, recent DSP technologies have not yet satisfied the
requirements of high-speed communication standards. In
particular, orthogonal frequency division multiplexing
(OFDM) and discrete multitone (DMT) modem systems [2],
which are necessary to achieve high-speed data transmissionin
narrow bands, need to perform severa hundred or thousand
points of fast Fourier transform (FFT) within a few tens of
microseconds. Commercial DSP chips have not yet reached
these requirements[3], [4].

High-speed FFT computations may be one of the main
research topics for the next generation wire/wireless
communications. To meet high-speed FFT computations on
DSP chips, this paper proposes instructions and their data
processing unit (DPU) architecture which can be embedded as
the core in DSP chips. The proposed instructions support new
FFT operation flows that are different from the multiply and
accumulate (MAC) flow in typical DSP chips. The proposed
architecture uses few additional data-path circuits, without
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modification or addition of the aithmetic units used in the
exiging DSPs[5]-[12].

We modeed the proposed architecture with Verilog HDL,
synthesized it using the HYUNDAI™ 0.35 pm standard cdll
library with aSYNOPSY S™ tool, and did atiming smulation.
The proposed architecture performed the FFT operation flow
about 2 timesfagter than the exising DSP chips[5]-[7] interms
of execution cycles

The rest of this paper is organized as follows Section |l
describes the FFT dgorithm and existing DSP-based FFT
implementations. Section |11 presents the proposed ingtructions
and their hardware architecture for high-gpeed FFT, and section
IV discussesimplementation and the performance comparisons
with the exiging DSP chips [5]-[9]. Findly, section V contains
conduding remarks.

[1. EXISTING DSP-BASED FFT
IMPLEMENTATIONS

We firg describe an FFT dgorithm and existing DSP-based
FFT implementations. Theradix-2 FFT isrepresented by (1),

X[k = 3 qn] oyt
ot @)

= ZX[ZH]NV,\TI,(Z+W,\"( Z)<[2n+:L]NV§'72,
n=0 n=0

where W =e/#*'V is the complex twiddle fadtor. This
equation is computed by repeating the radix-2 butterfly
operation [13]. Figure 1 shows how to compute the above
butterfly withits DPU unitson generd DSPchips[14].
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Fig. 1. The flow graph of the radix-2 butterfly on general
DSP chips.

InFg. 1, , ,ad represent the firdt, second, and
third cock cydes respectivdy, when one dud MAC
indruction, which is generdly used on exiging DSP chips, is
performed in one cdlock cyde. Because four multiplications are
required, if we have two multipliers, then two clock cydes(i.e,
cydes and ) are needed. A degper pipdine of the DPU

392  Jaesung Lee et al.

can make a higher operating dock frequency. However, the
computation of one butterfly requires the same dock cydes
even if the operating clock frequency varies.

The lates DSP chips have one dud-MAC and four or more
ALU unitsinther DPUs[5]-[7], [9]-[12]. Accordingly, the DSP
chips manly depend on dud-MAC units with some
adderg/subtractors for computing the FFT butterfly. Because
multipliers are larger than other arithmetic units, the number of
multipliers is limited to two or four in the DPU [§].
Consequertly, the flow grgph in Fg. 1 is the gppropriate
solution for computing the FFT on dua MAC-based DSP chips.

This section presents new FFT indructions based on the
enhanced complex multiplication [15], the proposed operation
flows, and their new DPU architecture. If (2) and the flow
graph in Fg. 2 for complex multiplications [15] are used, then
the flow graph of the generd complex-multiplication in Fig. 1
can be replaced. Note here that, Xr = Re(Xna[p]) — Re(Xna[d])
and Xi = IM(Xma[p]) — IM(Xmalc]) in ().

o2 (2
R [

@

In Fg. 2, one addition is paformed fird and then three
multiplications are performed. Findly, one addition and one
subtraction complete the complex multiplication. This scheme
requires only three mulltiplicationsinstead of thefour in Fg. 1.

cos (2 k/IN) + sin (2k/N)

Re(X,, [a])
S|n(2nk/N
! .®»

cos (2 k/N)=sin (27kIN)

Fig. 2. Theflow graph of the enhanced complex-multiplication.
I11. THE PROPOSED DSPINSTRUCTIONSAND
THEIRARCHITECTURE

The flow graph shown in Fig. 3 can be obtained for two
radix-2 butterflies using the complex multiplication of Fg. 2. In
Fg 3 and represent the fird, second, and third
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cdock cydes, respectivdy, and they represent two radix-2
butterflies. As shown in Fig. 3, the number of aithmetic
operations in the flow greph can be optimized because the
number of multiplications is six. In contradt, the two radix-2
butterflies usng the scheme in Fg 1 require eght
multiplications.

The flow graph in Fig. 3 needs new ingtructions different
from the MAC ingruction to perform an addition first and then
a multiplication next as in cyde or . To fulfill this
requirement, we propose the new add and multiply (AMPY)
ingruction, which isaone cydeingruction. Sincetwo AMPY's
can be executed in pardld, we used dud AMPY ingructions.
The consecutive-ADD indruction that performs one addition
after two subtractions by the dud AMPY indruction in one
cydeisneeded to paformcyde  or . The multiply and
double-accumulate (MDAC) ingruction performs one addition
and one subtraction after one multiplication. Since two MDAC
ingructions are executed concurrently in cyde , we used
dud MDAC ingructions.

If another scheme (Fig. 4) is used, the add and double-
multiply (ADMPY) indruction is needed to peform two
multiplications after one aubtraction asincyde . Incyde
we need the add and dud MAC (ADMAC) indruction that
performs an addition first and then adua MAC operation next.

The stheme using the dud-AMPY ingruction and the dud-
MDAC ingruction performstwo butterfliesin 3 cycdes (Fig. 3),
and thus, it takes 1.5 cycles per oneradix-2 butterfly. The other
scheme usng the ADMPY ingruction and the ADMAC
indruction takes 2 cycles per oneradix-2 butterfly (Fig. 4).
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Fig. 3. The proposed flow graph of two radix-2 butterfliesusing
the enhanced complex multiplication.
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Fig. 4. The proposed flow graph using the AMAC instruction.

These indructions can be used dong with other indructions
usng pardld ‘| notations as in very long indruction word
DSPchips[7].

To perform the new ingtructions and other operationsin Figs.
3 and 4 effidently, the exiging DPU architectures must be
modified. However, we need neither to append more arithmetic
unitsin exising DPUs, nor to modify theinternd architecture of
thetypicd arithmetic units (adders or multipliers) themsdves.

Figure 5 depicts the proposed DPU architecture which can
support dud AMPY, consecutiveADD, dud MDAC,
ADMPY, and ADMAC ingructions, as wel as aithmetic
ingructionsasin generd DSPchips.

l

| General Registers |
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| Adder0 | | Adderl | w Alul
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| Adder3 |

Mulo Mull
|
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| Accumulators |

v

Fig. 5. The proposed DPU architecture.

Thedud AMPY ingructionsin Fig. 5, which perform cycle
or in Fig. 3, are executed using Adderl, Adder2,
Adder3, Alu0, and Alul, while the consecutive-ADD
ingtruction that performs cycle in Fig. 3isexecuted usng
Alu0, Alul, and Adder3. Cycle in Fg. 4 is peformed
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Fig. 6. The switched data-paths corresponding to the operationsin Fig. 5.
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Fig. 7. The switched data-paths corresponding to the operationsin Fig. 6.

using the ADMPY ingtruction which uses Adder3, MulO, and
Mull while cyde is paformed usng the ADMAC
ingruction that uses AdderO, Adderl, AluO, Alul, MulO, and
Mull. Findly, the MDAC ingtruction is executed usng MulO,
Mull, AdderO, Adderl, AluO, and Alul.

The next figuresillugtrate the flows mentioned above. Figure
6 explains how to compute two radix-2 butterflies using dud-
AMPY, consecutive ADD, and dud MDAC successvely and
describes the corresponding switched data-paths in the DPU.
Here, “switched” means that the data-paths are changed by 2-
by-1 Multiplexers. In Fig. 6, (8 is performed a the first dlock
cyde, (b) isperformed at the second dock cyde, and then () is
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performed a thethird clock cycle.

Figure 7 explains how to compute two radix-2 butterflies
usng ADMPY and ADMAC and describes the corresponding
switched data-paths in the DPU. In Fig. 7, (8) is peformed a
the first dock cyde and then (b) is performed at the second
cyce

IV.IMPLEMENTATION

The timing Smulation using the CADENCE™ Verilog-XL
shows the maximum delay peth is about 6.92 ns, and thus, the
maximum operating clock frequency is about 1445 MHz. If a
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desper pipdineis used, a higher operating dock frequency can
be obtained. Hence, the required FFT computation time can be
reduced.

Table 1 presents performance comparisons among the DSP
achitectures for FFT computaion [5]-[8]. Note that the
performance figures of commercid DSP chips are given by
their detasheets or references.

Table 1. Performance comparisons of the FFT computation in
various DSP chips (The units are clock cyclesand a
blank means that the estimated data was not available).

FFT points (N)
DSP chips 512 1024
TMS320C62x 9,416 20,780
CARMEL DSP Core 5,342 11,628
STARCORE™ (SC140) 10,239
The proposed DPU 3,456 7,680

For N=512, (512/2)><l0g,512 butterflies must be computed.
Since the proposed architecture takes 1.5 cyces for one
butterfly, (512/2)<log,512>%1.5=3456 clock cydes are
needed for completing a512-point FFT. Smilarly, for N=1024,
(1024/2) < 10g,1024 %< 1.5=7680 clock cycles are taken. Table
1 shows that the proposed architecture performs better than the
other architectures. The required time for 256-point FFT
processing is 1536 6.92 ns=10.63 pus. The required time for
1024-point FFT is 7680%<6.92 ns=53.15 ps Hence the
proposed architecture can satisfy the requirement of high-gpeed
communication gandardsthat use OFDM or DMT modulation.

STARCORE™ (SC140) has four MAC units. Hence, it can
complete the complex multiplication in one cycde and may
have a performance smilar to the proposed DPU. Howevey, it
requires larger hardware than the proposed DPU. Using only
hdf the number of operaion units, the proposed DPU can
show abetter performance than the SC140.

We used a one tage pipdined Cary Look-ahead Adder as
an adder and athree stage pipdined Wallace-treemultiplier asa
multiplier. The proposed architecture was modded by a Verilog
HDL. We performed alogic synthesis using the HY UNDAI™
0.35 pm standard cdll library with a SYNOPSYS™ Design
Compiler and did atiming Smulation was performed.

V. CONCLUSIONS

This paper proposed DSP indructions and their DPU
architecture for high-gpeed FFTsin OFDM systems. Fird, we
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proposed the novel ingtructions that are necessary to perform
FFT computation and then a DPU architecture that can support
the proposed ingdructions as well as generd DSP ingructions.
The proposed architecture, having little hardware overheed,
can perform FFTs about two times fagter than the existing DSP
chips in terms of execution cydes. In addition, it is clear that
the power consumption of the proposed architecture is lower
than exiging architectures because it uses fewer function units.
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