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We analyze the performance of a tdecommunications
management network (TMN) system using modds of
networks of queues, Jackson’s theorem, and smulation.
TMN systems for managing public asynchronous transfer
mode (ATM) networks generally have a four-leve
hierarchical structure consiging of a network management
sysem, a few dement management sysems (EM Sg), and
several pairs of agentsand ATM switches. We condruct a
Jackson's queuing network and present formulae to
calculateits performance measures: distributions of queue
lengths and waiting times, mean message response time,
and maximum throughput. We peform a numerical
analyssand asmulation analyssand compar etheresults.
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[. INTRODUCTION

The Internationa Telecommunication Union — Telecommuni-
cations (ITU-T) has recommended the telecommunications
management network (TMN) system as a management network
gandard [1]. A TMN, which is based on open sysem
Interconnection (OSl) system management concepts, is organized
using object-oriented techniques. The managers in managing
systems and the agents in managed systens use a standardized
information exchange inteface to manage communication
networks. The manager sends management operationsto agentsto
obtain informaion on the managed objects and issues
management commands using standard communication protocols,
such as the common management information service
€element/common management information protocol
(CMISE/CMIP) [2], [3]. The agents andyze the management
commands received from the manager and order gppropriate
actions for the managed objects or managed resources. The agents
as0 send natifications that may be responses to commands from
the manager or events from managed resources such as system
faults. CMISE/CMI P is a standardcommunication protocol for the
OS and TMN sysem to convey management information
between the manager and the agents [4].

The TMN system for public asynchronous transfer mode
(ATM) network management generally hasahierarchical structure
(Fig. 1). Thereis an agent system for eech ATM switch deployed
a each region. The dement management system (EMS) isa
manager that maintains an ATM sub-network; the retwork
management system (NMS) isahigh-level manager that manages
severd EMSs. Usudly, severa agents in a TMN system are
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Fig. 1. Generd structure of aTMN system for public ATM
networks.

controlled by amanager [4], [5].

Severd authors have studied the problem of andyzing the
peformance of TMN sysems [4], [6]. Thex previous
invedtigations were concerned only with one EMS, dong with
severd agents and network dements; they did not address the
NMS. However, TMN systems consist of many independent sub-
systems, and each sub-system playsakey roleinthe TMN system.
Therefore, an andyss of the performance of TMN systems hasto
contain al sub-sysems, such as the NMS, a fev EMSs, many
agents, and network resources.

Using Jackson's network and simulation modds, this paper
andyzes the parformance of a TMN system that has a four-leved
hierarchicd dructure conssting of one NMS, a few EMSs, and
severd pairs of agents and ATM switches The feature that makes
our investigation different from other studies [4], [6] is that our
performance andyss congders dl the sub-systems of a TMN
sysem. We condruct a queuing network modd and present
formulae to cdculate the performance messures. didtributions of
queue lengths and waiting times, mean message response time,
and maximum throughput. We perform anumericd andysisaong
with a smulation andysis and compare the results of the
numericd analysswith those of the Smulation analysis

[I. QUEUING NETWORK MODEL

Notation
NI Queuea which management commandsto theNMS arrive

NO Queue a which natifications from EMSs or the NMS itsdlf
arive

El; Queue & which management commands to EMS arive
(i=1,...m)

EOQ  Queue a which natifications from agents or EMS itsdf
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arive(i=1,...,m)

Al Queue a which management commands to agent j under
the control of EMS arive(i=1,...m,j=1,...,n)
AQ; Queue a which natifications from agent j itsdf or switch j

under thecontrol of EMS arrive(i=1,...m j=1,...n)
S Queue within switch j under the control of EMS (i=1,...m,
j:].,. . .,ni)
A Arrivd rate of queuek frominternd or externd networks
M  Seviceraeof queuek

This section presents the queuing network modd for the
performance andysis of a TMN system implemented for ATM
networks. Figure 2 illusrates a TMN system that manages an
ATM network. The queuing network modd presented in this peper
is not origind. The bedc idea for the modd is derived from
reference paper [4]. To the basc modd we added network
dements (NMS, switches), arival raes (Anwi), branching
probabilities (Peq , 1-Pey—Peq ), and the change of locations of
arival rates (A o , A gy ) from agentsto switches.

1. Modd of Subordinate Sysems

Themodd isorganized in four layers of subordinate systems an
NMS, mEMSs, nagents and n switches.

Fird, let's ook into the NMS modd. There are two sources of
management commands in the NMS. One is the command from
the NMS user (Anwg)- The other iswhat the NM S sendsto aqueue
NI according to natifications from the EMS with probability 1-
Pno- The sarvices for some of these commands are completed by
the NMS itdf with probability Pgo, and other commands are
directed to the EMS system with probability Pg; (i=1,...,m). Of
course, 2iPgi=1 (i=0,...m) mus be stidfied. The other queue
(NO) in the NMS ded s with the natifications from the EMS and
the NMS itsdf. After being processed by the NMS, only the
messages with probahility Pyo exit the network; the messageswith
probability  1-Pyo are sent back into the queue NI for
reprocessing.

Second, in eech EMS system there are three sources of
management commands. One is the command from the EMS
us (Agug); ancther is from the NMS system. The third is what
the EMS sendsto the queue El; according to notificationsfrom the
agent with probability 1-Peq—Pgq. The sarvices for some of these
commeands are completed by the EMS itsdlf with probability Pajio
(i=1,...,m), and other commands are sant to the agent j system
under the control of the EMS with probability Paj (=1....1).
2jPai=1 (j=0,...n) must be satisfied. The other queue (EO) in
the EMS deds with natifications from an agent and the EMS
itsdf. After being processed by the queue EQ in the EMS, the
messages with probability Peg go out of the network and some
messages with probahility Peo; are directed to the queue NO inthe
NMS. Also some messages with probability 1-Peo—Pey are sent
back into the queue El; for reprocessing.
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Fig. 2. Queuing network model.

Third, in each agent sysem the source of management
commands is from the EMS system. After being processed by the
queue Al in the agent j system under the control of the EMS,
these messages are sent to the switch j with probahility Pg; and to
the queue AQ; in the agent j system itsdlf with probability 1-Pg;.
There are two kinds of responses the agents (AQ;) meay receive:
The firg is from the agent system itsdlf, and the second is the
results of the management commands processed by the ATM
switch. After being treated by the queue AQ;j in the agent j system
under the contral of the EMS, some of these responses are not
dedivered to the EMS system because of the filtering and scoping
action of the agent (with probability 1-Pr;), and others are sent to
the EMS system with probiability Pr;.

Fourth, in each switch sysem there are four sources of messages
that have to be handled by the Operaion and Maintenance
Processor (OMP, §) within switch j under the control of the EMS:
The fird is from agent j; the second from the internd processors
within switch j under the control of the EMS (Agy) by, for
example, fault notifications; the third from the operation sysem
that monitors and administers the ATM switch (Axg); the last
from the human-machine interface (HMI) of the ATM switch
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sysem  (Aumip). After being handled by the OMP these
notifications are sent to the queue AG; in the agent j system under
the control of the EMS.

2. Performance Measures

The performance measures to evauate the performance of the
TMN system using the above modd are asfallows

« Didribution of queue length (magnitude of waiting messages)

« Digribution of waiting time (waiting time for receiving
sarvice)

» Mean message response time (processing time of messages)

e Maximum throughput (meximum megnitude of messages
processed per unit time)

The performance mesesures we use are means to andyze the
peformance of TMN sydems not ultimae objects These
meaaures are very important because they are basc measures for
andyzing the peformance of the systems. Our numerica and
smulaion andyses are passible by the cdculation of these basic
messures, and they dso make it possble for us to compare the
performance of the system for specific cases.
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[11. PERFORMANCEANALYSS

Usng the above queuing network modd and Jackson's
Theorem, we devdloped formulee to caculate the following
performance messures. didribution of queue length and waiting
time, mean message response time, and maximum throughput. We
mede the following assumptions: that al inter-arrival times of eech
queue are independently and identically digtributed according to an
exponentid didribution (i.e, the input process is Poisson); thet all
svice times of each queue are independently and identically
digtributed according to another exponentid distribution; that the
number of al sarvers of each queueis one; and that dl queues are
infinite queues (consequently, the network of M/M/1 queues).

Mos mahemeticd evduations of the peformance of
telecommunications sysems, such as TMN systems, assume that
the treffic characteridics follow Poisson arrivd and the service
time of an dement of the system is exponertidly distributed [4],
[8]-[10]. It ishard to condder the operations of sysemsthet violate
the assumption of the Poisson process. For sarvice system leve
andyss, the assumption of the Poisson process shows few
significant deficiencies. Whenever the Poisson arriva assumption
cannot be presarved [11]-[13], other evaduation techniques, such as
smulaion and measurement, are more gppropriate for andyzing
the performance of asystem.

1. Jackson's Theorem

A Jackson's network is a system of m sarvice queues where
queveu (U=1.2,...m) has
— aninfinitequeue,
— cugdomers arriving from outsde the system according to a
Poisson input processwith parameter a,, and
— § Savers with an exponentid servicetime digtribution with
parameter
The cusomers visit the queues in different orders or might not
vist themall. A cusomer leaving queue u isrouted next to queuev
(v=1,2,...m) with probability p, or depats the sysem with
probability

qJ:l—z puv .
v=1

Under geady-date conditions, each queue v (v=12,...,m) in a
Jackson's network behaves as if it were an independent M/M/s
gueuing sysemwith arriva rate

A=ait Y A, p,, ,wheres > A,
u=1

In such a Jackson's network, a smple form for the solution,
cdled the product form solution, can be used to obtain measures of
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performancefor the network [14]-[16].

InthisTMN system, there are 2+ 2m+m(2n+ ny) infinite service
queues. The parameter a,, of a Jackson's network corresponds to
ariva raes, Anvs Aavs, Asj, Arwmi, Asogj The sarver s, of esch
queue is one. Probahilities p,, and q, correspond to branching
p’Obd)”ltl%, Pvo, Pai, Peoi, Pexis PAIij: st, PFij- Parameter Hu
correponds to the sarvice rate 14 of queue k. Findly, the arriva
rate A, of queuevin aJackson's network correspondsto thearrivd
rate Ay of queue k. Thus, the queuing network of the TMN system
that weillusrated in Fig. 2 could be a Jackson's network.

2. Arrivd Rate and Utilization Factors

Teble 1 shows the arriva rates and utilization factors for each
queue. The utilization factor oy of queue k is an important
parameter cdled thetraffic intensty of the sysem [17].

Table 1. Arriva rates and utilization factorsfor each queue.

Queue Ak Pk
NI A NMS+(1_PNO)/] NO A NI/;uNI
NO PooAn * z Peoieo Anol tino
=
El; Aems*Peid i+ (1-Peoi—Pexi) A eoi Agil Ui
EO PuiAei + 21 Peij A i Aeoil Heoi
=
Aljj PuiiAmi A niil aiij
AO.j A 3j+(l—P3j)/] Alij A AOij/,UAOij
Si A srijt A sosj+A i+ PsjA aii Asil s

3. Digtribution of Queue Length

Let Py(n) be the probability of exactly n messages in queue k.
The probability of exactly n messagesin queuekis
Pe(n)=(1-090¢" @
The expected number of messages (mean queue length) of
gueuekis
Lieod (1=0=Al/ (LAY @

The expected number of messages (mean queue length,
excluding messages being sarved) of queuekis

Lo (-P= AN iAW) ©)
The expected totd number of messagesin the entire sysem thenis
Laa=YL, =% P @

o Zk: “ Zk:]-_pk
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Usng (1) and Jeckson's Theorem [14], [15], the joint
digribution of the expected number of messages (mean queue
length) in a systemn can be obtained by multiplying the probability
of exactly ny messagesin queuek. Thus,

P(n) = Pn (M) Pro (Nno) Pen (Nen ) Peor (Near) ...
= z 1- )P,

Psm(Nam)

where the date of sysem n is the vector (N, Nno, NeiL, Neoy, -+ -
Ngm) that denotes the number of messages at each queue.

4. Didribution of Waiting Time

The expected waiting time (induding sarvice time) of messages
in queuek, W, can be cdculated from (2) and Little sformula[16]
&

WL/ (4. ©)

Also, the expected waiting time (excluding service time) of
messegesin queuek, Wy, is

WA (A =pdl L4104 ()

Obtaining Wa (the expected totd waiting time induding
svice time in the entire sysem for a message) is more
complicated. The expected waiting times at the respective queues
cannot be smply added, because a message does not necessaxily
vigt each queue exactly once. However, Little's formula can ill
be used, where the system arriva rate Ay, isthe sum of thearivd

rate from outsdeto the queues[16],
_ m m N
Aa=Anwst ZAEMS +ZZ(" sos; HMI\])
i=1 i=1 j=1
P
Thus, Wa = Liga/ Ao = 1o
ANMS Z EMS +ZZ(ASRI sosj HMHJ)
i=1 j=1
®)

5. Mean Message Response Time

When the message response time is defined as the time that the
response for a management command invoked by an NMS user
tekesto arivein the NMS user after being processed by the EMS,
Agent, and Switch, its expected vaue Wiys can be obtained. The
expected message response time of a management command by
anNMSuser, Wis is

WNMS = WNI + I:)EI OWNO + (1_PEIO)

X{il PP [WE“ + Paio (\NEOi +WNO)+(1_ PAIiO)a]}!
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where
_ ul All]
a=
Zl PAno (\NA“J

j=1

+ Py Wy +Weo +Wio) . (9)

AQij

6. Maximum Throughput

In the adove queling network modd, as the arivd rae
increases, a queue k with a larger vaue of o, will introduce
ingtability. Hence, the queue with the largest value of piscdled the
bottleneck of aTMN system [17].

Eq. (7) shows that as the traffic intengity o« gpproaches 1, the
waiting time for messages gpproaches infinity. Therefore, the
maximum throughput of the system can be predicted by evauating
the treffic intendty of the bottleneck, Pootees= 1 (Lot =
Astenesd [17]-

Inthis system it can be predicted that the bottleneck isthe queue
NO in the NMS because dl natifications to management
commands from the NMS or EMS user and all natifications from
severd agents or switch sysems are concentrated in the queue NO
through some EMSs agents, and switches Therefore the
maximum throughput can be obtained by using [18]

Uno=Ano=PaoAn+ Z PeciAeoi- (10

i=1

IV.NUMERICALANALYSS

This section presents our numerica andyds for the performance
meesures of a TMN system composad of one NMS, m EMSs n
agants and n switches We assumed that each vdue of the parameters
indl EMSs agents and switchesisthesame Thus, for example,

N=k=..=Ny=n, Peo1=Pecp= ... =Peom,
Pa1=Pea2=...=Pam Pg1=Pg2= ... =Pgp,
AEMSI.=AEM9= =/]EMS‘nu /132]1= ASR’12: =/15R]n,
Heor = Heop= - = UG -

In fact, the above assumption is not practicd in red TMN
sysems. However, if we don't make this assumption it is not eesy
to solve mathematicaly.

Theformulae of the numericd andysisfor aTMN system under
the above conditionsare asfollows

« Arrivd rates of each queue

/]NO (PE|0/‘NMs+m Peo F” (ASQU SOSj +/]HMlij)

+ {m EOl Fu +1) Alij IIMEMS PEIi/]NMS
+nPF., (A-Rg - Ex.)(/]sq”"'/‘sosj HMIij )]}
/{1_(1 Peoi =P ) Paj[1+ NP Py + 1R ( st)]})
/( 1- PEIO(l_ PNO) mPEOi (nPFU +1) Alij PEIi (1_ PNO)

/ {1_(1 PEOi )PAIIJ
[l+ nPFlJ PSj+n Fij (1 PSJ)]})
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An=AnvsH1+Pro)Ano,
/]En :{AEMS + Py [/]NMS +(1- PNO)/]NO]
+(1- Peoi — Pexi )nPFij (/]SRij + /]sosj' + /]HMIij )}
/{1_(1_ Peoi = P ) Pag [ 1+ nPFij Psij + nPFij (1- PSj )]}
Aea = PaiiAeit NP o,
Anij = PaiAai,
Anaij = AgH1-Pg)PaijAei,
Agj = Azt AositAumitPsiA ai,
At = AmstMevg HM(A st Asosi A nwi)-

Iij

« Trafficintendty of queuek
Pc= /1k/,uk .

* The expected number of messages (mean queuelength) of queuek
L= pd(1-04).

*The expected number of messages (mean queue length,
exduding messages being served) of queuek

Lg=ol(1-pd=AK tdticA} -
* The expected totd number of messagesin the entire system
Lioa=LntnotM(LeatL )+ m(L ot aitl g).
* The expected waiting time (incdluding service time) of messages
in queuek
Wie= (iAW

* The expected waiting time (exduding service time) of messages
in queuek

WoEAK LA} =ik 110}

*The expected message reponse time of a management
command by the NM S user

Whaws= Wi+ PeoWhoH(1-Peo)[WaitPaio WeoHWho)

+ (1Pai)) Wi HWaoij+Pg We tWeoi HWWo)

Thevauesof parametersusad inthisandyssare asfollows
 Arrivd rates A NMS A EMS» A Fij» A HMIij» /1505;] =0.07.
« Branching Probabilities Pyo=0.99, Pg=0.1, Pgi=(1-Pgo/m
PEQZO.S, PE>q2049, PA“o:O.l, PNij:(l—PNio)/n, ng:0.5, PFiJ:O.g.
sSavicerdes (Un=2.9, Uno=2.78, Uri=2.9, Upo=2.78, Uno=2.15,
Mni=412, 115=7.31 (red datafrom reference papers|[6], [9)).
1. Effect of /]NMS onWws

Figure 3 shows the effect of Ays 0N Wiws under the above
conditions. The figure indicates that Wiys increeses dredticaly as
Anvs increases and that it has the same trend regardless of the
increese of n (the number of agents and switches) and m (the
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number of EMSs) (n,m=5, 10, 15, 20). A trend in which the grgph
increases dradticdly at the point of about Aws=2.85isreveded. At
thispoint, gy is1 (Fg. 4), the bottleneck of the sysemisqueue NI
(the NMS input queue), and the maximum throughput is about
An=2.90, irrespective of the network size (the vduesof nand m).

Thee figures dso indicate that Ayws hes little effect on the
determingtion of the optima number of EMSs and Agents (n, m,
network Sze).

2. Effect of /]gqj' onWiwis

Figure 5 shows the effect of Agy (messages from interndl
procesors within switch j under the control of the EMS may
relae to fault event reports) on Wyys The figure indicates thet
Wiwis incresses dregticelly as Ag; incresses and thet it dso hes a
much quicker rising trend according to the increase of N and m
(nm=5, 10, 15, 20). The figure d<o reveds a trend wherein the
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greph increases dredtically a about Ag5=0.24, 0.06, 0.025, 0.015.
At this paint, oo is 1 (Hg. 6), the bottleneck of the sysem is
queue NO, and the maximum throughput is about Ano=2.78,
irrespective of the network sze (thevaduesof nand m). Thet is the
bottleneck is the NMS output queue and waiting time increases
with thefault event rate, which increases with the network size.
These figures dso indicate thet if Ag=0.215, 0.055, 0.022,
0.013 and a0 (the utilization factor of the bottleneck of systems) =

0.9, the optimd number of EMSsand Agentsisn, m=5, 10, 15, 20.

10 I
9 L
8 .
7 k
6t
%]
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) |
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Flg 5. Effect of /]gqj onWyvis
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Fig. 6. Effect of Ax; on Ao

3. Effectof non WNMS

Figure 7 showsthe effect of n on Wyws Thefigure indicates thet
Wiwis increases dradticdly as n increases, and that it has a much
quicker rising trend due to the increese of Agy (A5=0.10, 0.15,
0.20, 0.25). A trend wherein the grgph increeses dradtically a about
n=5, 6, 8, 12 is digolayed. At these paints, g is 1 (Fig. 8),
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the bottleneck of the system is queue NO (the NM S output queue),
and the maximum throughput is about Ayo=2.78 (regardless of the
vaueof Ag:jl)

These figures dso indicate thet if Ax=0.10, 0.15, 0.20, 0.25
and o (the utilization factor of the bottleneck of systems) = 0.9,
the optima number of Agentsisn=4, 5, 7, 10.

V. SMULATION ANALY SIS

This section describes our simulation analysis of the
performance of a TMN system composed of one NMS, m (m=5)
EMSs n (n=5) agents, and n (n=5) switches. AweSm (Visud
SLAM [19]) is used as a Smuldtion tool. The badc assumptions,
the vadues of the parameters, and the formulae usad in thisandys's
arethe same as those usad in the numericd andysisin section V.
The digtribution of the inter-arrival time and the sarvicetime of the
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commands or messages in queue k are Exp (U/A) and Exp (1/14),
respectively. To obtain the results in a Seady-dete, we used one
million timesand two million times asrun-times.

In the firg smulation (Smulation 1), the aove conditions were
used with the modd in Fg. 2. However, in the second smulation
(Smulation 11, we used a different queuing network modd (Fig.
9). For Smulétion 1, it was impassble to messure the mean
message reponse time (Wawe because of the continuous
careulation of messages by the branching probabilities (1-Pyo, 1—-
Peo—Peq) within the gray cirde in Fig. 9. In Smulation Il those
branching probebilitieswere changed asfollows
* Branching Probabilities 1-Py=0, Pyo=1, 1-Peo—Pe=0,
Peo=05, Pe=05.

We expected differences in the results of Smuldions | and 1.
For the comparison of the results of the mean message response
time (W9 in section V.2, theresults of Smulation |1 were used.

Teble 2 shows the results of the two Smulaions: the results for
the two rurHtimes are nearly the same. Thus, the sysemisin a
Seady-dae The results of the two million run-time were used for
the comparison with the andytic method proposad in this paper.
However, there was a dight difference between the results of
Simulation | and Smulation 11 because we used different queuing
network modds (Figs. 2and 9).

Teble 3 shows the reaults of the comparison of the andytic

method and smulation method; the results are dmogt the same.
For the comparison, we used the results of Simulation | except for
the mean message response time, for which we usad the result of
Smulaionl. Thus therewasalittle difference between the results
of the mean message response time (Wiw)-

In accordance with the compared reaults of the andytic and the
smulaion method, there was no Sgnificant difference betweenthe
results of the two methods Hence, we can conclude that the
andytic method of the performance andysis proposad in this paper
isalitable

V1. CONCLUSON

We devised aqueuing network mode and an andytic modd for
peformance andyss usng Jackson's Theorem and then
performed numericd and Smulation andysesfor specific cases.

The numericd andysis dearly showed tha the number of
subordinate subsystems and the quantity of traffic within the
system had subgtantia effects on the performance of the system. In
addition, by determining the optimad number of subordinate
ubsystems in specific cases we showed how to design an
gopropricte TMN system and to evdude its performance
ficiently.

This peper presented a generd modd for performance andysis
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Fig. 9. Queuing network model used in simulation I1.
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Table 2. Results of the smulation.

Simulation | Simulation I
Measures Messures Run-time Run-time
for each queue
1 million time 2 million time 1 million time 2 million time
Utilization Factors o 0.033 0.033 0.024 0.024
(29 Mo 0.932 0.933 0.920 0.919
Oei 0.034 0.034 0.028 0.028
Do 0.372 0.372 0.368 0.367
D0 0.106 0.106 0.105 0.105
Onij 0.004 0.004 0.004 0.004
0si 0.030 0.030 0.030 0.030
Queue Lengths L 0.001 0.001 0.001 0.001
(excluding messages Lgno 12.798 12.846 10411 10.348
being served) Lqei 0.001 0.001 0.001 0.001
(Lgw) Leeoi 0.221 0.220 0.214 0.212
Lqaoi 0.012 0.012 0.012 0.012
Loai 0.000 0.000 0.000 0.000
Lgsi 0.001 0.001 0.001 0.001
Waiting Times Wini 0.011 0.011 0.008 0.008
(excluding servicetime) Wino 4,937 4,955 4,070 4,048
(We) Wagi 0.012 0.012 0.010 0.010
Wigoi 0.214 0.213 0.209 0.208
Wi 0.001 0.001 0.001 0.001
Wiaoi 0.054 0.054 0.055 0.055
Wi 0.004 0.004 0.004 0.004
Mean Message Response Time Wams - - 6.124 6.123
Table 3. Reaults of andytic and Smulation methods.
M Measures Results
ceres of each queue Andlytic method Simulation method
Utilization Factors yoX 0.0332 0.033
() Ao 0.9403 0.933
Peii 0.0337 0.034
Preoi 0.3747 0.372
n0ij 0.1059 0.106
Pniij 0.0043 0.004
Osi 0.0299 0.030
Queue Lengths Loni 0.0011 0.001
(excluding messages Lano 14.8044 12.846
being served) Lagi 0.0012 0.001
(Lgw) Lagoi 0.2246 0.220
Laacii 0.0125 0.012
Loai 0.000018306 0.000
Lasi 0.0009221 0.001
Waiting Times Woni 0.0118 0.011
(excluding servicetime) Wino 5.6636 4.955
(W) Wi 0.0120 0.012
Weoi 0.2156 0.213
Wi 0.0010 0.001
Woaai 0.0551 0.04
Wi 0.0042 0.004
Mean M essage Response Time Whims 7.8947 6.123
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of TMN systems With the vaues of any parameter for a specific
sysem design (for example, n, m, A, £)), aperformance andyssfor
the specific desdgn is possble, and the results are useful in
designing an gppropriate sysem.

As a further study, with an andyds of the dructure of the
communication protocol sack of ared TMN sysem, we will be
ale to condder many kinds of operdtiond processes and
management messages (eg., an extra ordind fault Stuation and
burst type event reports) occurring within systems. In addition, by
messuring actud traffic and obtaining empirica data (induding the
number of Network Elements and the speed of lines), an andyds
of the performance of TMN systems congdering redl user demand
and non-Poisson traffic could be the focus of significant research.
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