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Abstract

ATM is the transport method for the broadband integrated services digital 

networks(B-ISDN). It may replace existing LAN, MAN and WAN technologies such as 

CSMA/CD, FDDI, Frame relay, X.25, etc. But it is more complicate than existing 

network technologies. One of the main difficulties in ATM network is performance 

management. Specifically, the problems are evaluating the performance and tuning the 

values of the performance parameters.

The goal of this paper is to introduce a system architecture designed for ATM 

network performance management. The major ingredients of the system are generic 

performance parameters to be measured from ATM network, performance evaluation 

models and decision criteria concerning the network performance. In this paper, general 

requirements for performance management application in ATM network are discussed.
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1. Introduction

ATM(Asynchronous Transfer Mode) is 

a connection-oriented fast packet-switching 

protocol that has been standardized for 

the B - ISDN (Broadband Integrated Servic 

es Digital Network) [1, 2, 3].

ATM's important characteristic is that 

it can handle all types of traffic on one 

physical medium. That is, it can support 

voice, video and data communication on 

one connection. But these various kinds 

of services supported by ATM require 

diftoent bandwidth guarantees, different 

priorities, etc.

Also, ATM is so sophiscated and 

complex that it is unfunctionalbe with most 

existing network management solutions.

ATM Forum was started in 1991 to 

promote ATM standards and to help 

bring it to the market quickly.

The Forum produces communication 

infrastructure specifications and also man 

agement specifications. But the ATM 

switching is not a matter of concern of 

the standard organization. Each vendor's 

switch has it's own merits and draw 

-backs, in terms of throughput, delay, 

scalability, buffer sharing, and traffic 

control. Unfortunately, most existing 

solutions to the problems of ATM net 

-work management don't handle multi 

-vendor ATM devices.

In many situations, ATM virtual 

circuits could be configured over multi 

-vendor devices. It means that network 

management tools must have the 

capabilities to support performance 

management in hegero 흥 eneous(or multi 

-vendor) network environment. An 

intelligent and proactive approach to 

event filtering and correlation, and to 

performance tuning processes across a 

heterogeneous network is required. 

Functions more than basic monitoring of 

the network should be provided. As ATM 

introduces much complexity in networking 

technology with the support of multiple 

traffic types, traffic management should 

be included in performance management.

Network management functions are 

classified into 5 areas by ISO： fault 

management, configuration management, 

accounting management, performance 

management and security management 

[8]. The performance management in 

heterogeneous ATM networks is the main 

concern of this paper.

The goal of performance management 

is to maintain the customer's service 

level and to ensure that the communication 

network is operating effectively. The 

deci오ion making process to support this 

goal can be divided into operational 

decisions based on short term conditions, 

tactical decisions based on medium-term 

conditions, strategic decisions based on 

long-term conditions [10]. To support 
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efficiently these processes in heterogeneous 

context, we need a centralized performance 

management system that can collect, 

evaluate and control the performance 

parameters through unified view.

The performance management activity 

consists in monitoring the status of the 

networks, in extracting and evaluating 

performance parameters, in analyzing the 

situation and in tuning the system. In 

other terms, it consists of gathering 

statistical data, of maintaining and 

examining logs of system state histories, 

of determining system performance under 

provided informations, and of altering 

system mode of operation [8, 9].

In section 2, we will introduce recent 

advances in ATM network management. 

ATM Forum's network management 

model and some network management 

solutions are also introduced. In section 3, 

implementation issues related to 

performance management are mentioned. 

And then, a system architecture designed 

for ATM network performance manage 

-ment is explained in detail in section 4.

2. Recent advances
(Performance management issues)

An ATM network provides end-to-end 

network performance perceived by users 

for a connection, characterized mainly in 

terms of the cell loss ratio and cell 

<Figure 1> Enterprise NMS's domains
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delays. A range of voice, video, and data 

services are supported above the ATM 

layer through a number of service 

-specific ATM adaptation layers.

There are two types of connections 

that can be established in an ATM 

network. PVC(Permanent Virtual Circuits) 

is established by the network 

management systems permanently and 

SVC(Switched Virtual Circuit) is 

established on demand. Infonnation is 

communicated along the established path, 

which has been negotiated within the 

network.

The negotiation concerns type, speed 

and other attributes, which jointly 

determine the end-to-end quality of 

service provided by the path. Therefore, 

network management capability should be 

reached to both of the enterprise and the 

public network level. Figure 1 shows the 

management domain of an enterprise 

NMS.

In the figure, the public network 

provides ATM network interfaces to the 

enterprise. The public network is managed 

using an OSI infrastructure. The interface 

supports SNMP communications and 

provides a constrained vision of the 

public network.

The logical network view provided to 

the enterprise has a single ATM switch 

in it. That is, all their connection points 

are interconnected by a single ATM 

switch. The enterprise's NMS interacts 

with both the enterprise network elements, 

and the public network elements via CNM 

interface(see Figure 2).

<Figure 2> A logical view of a public network
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<Figure 3> ATM Forum's Network Management Model

The ATM network management model 

defined by the ATM Forum recently, 

defines five work areas for network 

management(see <Figure 3».

• Management of ATM end devices(Ml)

• Management of private ATM networks 

or switrhes(M2)

-Management links between public and 

private networks(M3)

• Management of public networks(M4)

-Management links between 2 public 

networks(M5)

The M3 interface refers to the 

customer control of their portion of the 

public ATM network and allows a 

consistent view to be supported by 

multiple vendors. It would provide the 

direct interface tn and control of the 

ATM configuration information.

In addition, it provides performance 

management capability to enterprise NMS 

allowing monitoring of the service. The 

single switch view provided by the M3 

interface hides the complexity of the 

public network.

Enterprise who buy services from 

more than one Telco would find the 

complexity of integration. Even if the 

service interface with the service provider 

were well normalized, the service 

behaviour(traffic control, routing, etc.) 

provided by each Telco to customer will 

be different. That is, Enterprise NMS's 

activity based on the information captured 

through the M3 interface could be 

different in each Telco network.

In the market, there are several ATM 

network management solutions. Some of 

them are introduced in below.

Cisco fs AtmDirector automatically 

discovers and illustrates the topology of 

an ATM network, displays real-time link 

information, and traces the entire path of 

an ATM link. It can obtain status 

information on any port or module. But, it 

works for configuring, monitoring, and 
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troubleshooting a network of Cisco's 

ATM switches and other their products.

IBM's NetView for AIX(IBM's 

UNIX OS) manages a series of IBM's 

ATM products. It is a private network 

manager, which gives a distributed 

network manager view of the network to 

network administrator. NetView for AIX 

communicate with NetView/390 which is 

for managing large networks with 

heterogeneous transport and management 

protocols.

Stanford Telecom's NetCoach is a 

network management system for multi 

-vendor ATM networks. It is composed 

of fault manager, distribution manager, 

performance manager and simulation 

manager. Even though not including all 

functionalities of NMS in NetCoach, they 

have tried to solve heterogeneity problems 

coining from multi-vendor environment

Collecting data for performance 

management, analyzing the performance, 

and tuning the network are not simple 

matters. If something goes wrong in the 

high-speed network, many cells could be 

discarded. Network management solution 

for ATM environment must resolve many 

difficult problems to ensure the quality of 

service of the network. ATM Form are 

preparing standard interfaces for the 

solution. But, internal functions of the 

enterprise NMS, and accurate tuning of 

private ATM switching devices(i.e., 

adjusting traffic parameters and resizing 

buffer size for a specific class of service) 

will be left as enterprise NMS's 

responsibility.

3. ATM Network Performance 
Management Issues

For managing the performance of a 

heterogeneous network consisted of 

multi-vendor switches, we have to solve 

heterogeneity problems, performance 

heterogeneity, manufacturer heterogeneity, 

responsibilities heterogeneity, architecture 

heterogeneity and data heterogeneity[ll]. 

The performance heterogeneity problem 

could be tackled at the performance 

management application and the remaining 

problems at the platform.

As important ingredients of a 

performance management application, there 

are

• generic performance parameters to 

be measured from real networks,

• performance evaluation models to be 

used when the network perfonnance 

must be evaluated,

• decision criteria concerning the 

network perfonnance.

Monitoring the performance and tuning 

the values of the parameters are not easy 

problems. We need an intelligent manage 

-merit platform providing distributed 
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control capable of optimizing the 

performance of the system by efficiently 

tuning the parameters. But the meaning 

of parameters to tune is very different in 

each ATM switch. Therefore, for 

managing multi-vendor ATM switches, 

we have to define the different 

parameters in consistent way. In this 

section, we discuss differences of internal 

ATM switching and traffic control 

problems which influence performance 

monitoring and tuning.

ATM Switching is not a part of the 

ATM standard. Each design has its 

merits and drawbacks. The level of 

switching complexity and management 

capabilities. is different in each switch. 

Naturally, a large number of ATM switch 

design alternatives exist. There are many 

alternatives in the hardware and the 

software components. Cell buffering 

scheme is one example of differences 

between switch fabrics. In <Figure 4> 

below, two buffering schemes, single 

buffer per output port and separate buffer 

per connections, are shown.

A single buffer per connection has 

several important advantages over a 

single buffer for a output port. First, 

different priorities can be assigned to 

different output buffers.

It allows to give different QoS for 

each connection.

Second, The Early Packet 

Discard(EPD) and Partial Packet 

Discard(PPD) mechanisms can be applied 

to each connection. These mechanisms 

cannot be used to a single buffer for a 

<Figure 4> A single buffer per output port vs. a separate 

buffer per connections
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output port scheme.

The buffering scheme is only one 

example of differences of switch design 

which can impact on performance 

monitoring and tuning.

Traffic control capability of a switch 

is another major area of study for perfor

mance management. Traffic control refers 

to the actions taken by the network to 

avoid congestion. Congestion can be 

caused by unpredictable statistical 

fluctuation of traffic flows and fault 

conditions within the network. To help 

avoid congestion, the following traffic 

control functions can be included partly in 

ATM switch and partly in source 

/destination and network manager.

UPC/NPC( Usage Parameter Control 

/Nework Parameter Control) is to 

protect network resources from malicious 

and unintentional misbehaviour. They 

detect violations of negotiated traffic 

parameters and take actions such as 

discarding or marking violated cells.

CAC(Connection Admission Control) 

scheme must decide whether to accept or 

reject a new connection request considering 

the current network load, the available 

bandwidth, the traffic descriptor of the 

new connection request and its QoS 

requirements.

Priority control allows the user to 

generate different priority traffic flows by 

using the CLP bit. Low priority cells can 

be discarded at a congested node.

EDP/PPD(Early Packet Discard/ 

Partial Packet Discard) a호e two 

mechanisms that can be used on ATM 

connections that transport packets 

consisting of multiple ATM cells over a 

connection. Once a single cell has to be 

discarded, the wh시e PDU is immediately 

discarded.

EFCKExplicit Forward Congestion 

Indication) can be triggered by a node 

when a congestion arrive at the node. In 

this case, the payload type field in the 

cell header is altered to inform the 

destination of the existence of a 

congestion.

Most available switches don't support 

all of the above traffic control schemes. 

A certain traffic control schemes can not 

be applied to a specific ATM switch.

<Table 1> shows some results of an 

experiment performed to measure the 

effectiveness of switch queuing algorithms 

for UBR(Unspecified Bit Rate) with TCP[ 

].A "Very low" in the excess bandwidth 

utilization column represent 0-20%, 

"High” 70-90%.

If traffic management is done right, 

ATM network can support traffic with 

varying perfom ance requirements and, at 

the same time, it's bandwidth can be 

utilized effectively. The traffic manage 

-ment tools must be used carefully to be 

effective. But, when there are several
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<Table 1> Effectiveness of switch queuing algorithms for UBR with TCP

Queuing Algorithm Advantages and Disadvantages
Exess Bandwidth 

Utilization

Fifo queuing with 

EFCI

No fairness among the VCs

Many VCs will experience 0% throughput due to beat down

The feedback is insufficient

The feedback depends upon the round-trip time

Very low

Per VC accounting 

with EFCI

Fireness among VCs

Congestion on one VC can still affect other VCs

The feedback is insufficient

The feedback depends upon the round-trip time

Low

Per VC queuing 

with EFCI

Fireness among VCs

Congestion is limited to each VC

The feedback is insufficient

The feedback depends upon the round-trip time

Medium

Per VC accounting 

with ER(Explicit 

Rate)

Fireness among VCs

Congestion on one VC can still affect other VCs

The feedback is efficient

The feedback depends upon the round-trip time

Medium

Per VC queuing 

with ER

Fireness among VCs

Congestion is limited to each VC

The feedback is efficient

The feedback depends upon the round-trip time

High

Per VC queuing 

with VS/VD

Fireness among VGs

Congestion is limited to each VC

The feedback is efficient

The feedback is reduced to the time between VS/VDs

Very high

kind of switches in a network, the 

difficulties of maintaining the performance 

are multiplied. Therefore, it is certain that 

we need an intelligent performance 

manager.

Switch management is the area of 

handling OAM, traffic control, 

administration of a MIB(Management 

Information Base), usage measurement of 

the switch resources, etc.

Because there are wide spectrum of 

activities in that area, the switch 

management is not easy. The level of 

management functions implemented in the 

switch is different for each switch. 

<Figure 5> and <Figure 6> show two 

examples of switch MIB. <Figure 5> 

shows the high level structure of the 

Cisco LS100 switch MIB. <Figure 6> is 

the structure of the Fore Switch MIB, 

where 250 objects are contained. Without 

seeing the technical details of the two 

switches, we can easily see that there are 

much of differences between the two 

switches.
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4. Integrated Performance
Management Architecture

Managed objects are abstract 

representation of the network resources to 

be managed. These managed objects are 

under the control of agents, as described 

in <Figure 7>. The agent performs local 

management operations on the managed 

objects on behalf of the manager and 

notifies the results to the manager. The 

manager and the agent are linked by 

SNMP(Simple Network Management 

Protocol) in our study.

CORBA(Common Object Request 

Broker Architecture) is defined by the 

OMG( (Object Management Group) to 

provide a common architectural framework 
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for object-oriented applications. Users can 

access to information transparently with 

CORBA(For futher details about CORBA, 

refer to [12]). We use CORBA and its 

service specifications as base technology 

for implementing management applications, 

and existing management applications and 

agents. In our study, the management 

application and CORBA-SNMP gateway 

will be implemented in CORBA 

domain(see <Figure 8>).

The main duty of the gateway is to 

translate the method invocation on an 

object references of MIB entries to 

SNMP messages to remote SNMP agent.

Monitoring and tuning the values of 

the parameters are our main concern in 

this study. Our goal is to introduce a 

framework through the proposal of a 

intelligent and integrated application 

model for network management. <Figure 

9> shows our model for performance 

management application that are planned 

to be implemented.

<Figure 7> Relationship between manager, agent and platform

<Figure 8> Interaction between Gateway and CORBA-based Manager
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The Performance Model(PM)'s duty 

is evaluating performance of the network. 

It calculates the optimum performance 

under specific conditions. For supporting 

the decision-making process(for example, 

capacity planning), we may need to 

calculate the optimum values of the 

performance parameters with artificial 

data. The analysis of the performance 

mod시s of the computer networks may be 

performed by using one (or a combination) 

of the following three techniques： 

approximate analytical methdos, exact 

analytical methods and simulation methods. 

We can choose a particular performance 

model for a protocol model considering 

the tradeoff between the computing time 

one wishes to spend on a model and the 

accuracy of the model. The analytical 

model reduces the accuracy and 

appropriateness of the mod이 but requires 

less computing resources than the 

sim미ation model.

The Management Information 

Base(MIB) supports the integration and 

the management of network performance 

data. The integrated MIB memorizes 

three kinds of performance information 

about the corresponding subnetwork： 

static data, e.g. network configuration 

data； dynamic data, e.g. the values of 

QoS parameters(the cell transfer delay, 

the cell delay variation and the cell loss 

ratio)； and statistical data, e.g. the mean 

error rate for a certain period of time.

The Intelligent Analyzer(IA) module 

will use the performance models for 

calculating the optimum values of some 

performance parameters. But the real 

decisions about tuning is made by the IA 

module.The IA will find the cause of the 

problem by using an expertise. The IA 

can order more information to the 

MONITOR when 하le informations is not 

sufficient to decide an action. Depending 

on its degree of intelligence, the IA can 

solve the problem of performance by 

itself or in cooperation with the human 

manager. The knowledges which are 

included in KB are : basic knowledges 

about the protocols and the knowledges 

for problem recognition and solving.

The Monitor is working on the status 

of the networks to detect performance 

degradations. Its work is carried out in 

two ways： the polling of management 

agents of the subnetworks and the 

receipts of the reports from the 

management agents. The reports that 

come from an agent can be those 

generated by the agent on a regular basis 

or those generated incidentally when a 

threshold is reached. If a certain 

performance parameter value is out of the 

allowable range, the Monitor has to 

inform the intelligent analyzer of this 

problem.

The Manufacturer's Access Interface
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〈Figure 9> Performance Management Architecture

(MAI) is composed of a physical access 

to a node or manufacturer management 

center, a logical access to a manufacturer 

administration, a syntax translation to 

provide a syntactic unification of the 

manufacturers' commands and a semantics 

tran 이 ation of the manufacturers'

management.

5- Conclusion

In ATM network, the network 

performance management activities do not 

deal with easy problems. It needs to 

solve the heterogeneity problems between 

ATM switches made by different 

manufacturers. It is a good point if we 

can include the expertise of a human 

expert into the performance management 

application.

We have designed a performance 

management system for enterprise ATM 

network consisted of various kind of 

ATM switrh. The system architecture 

and the i•이ationships between the function 

bio이cs in the system have been described. 

The role of the performance evaluation 

model and other general requirements for 

performance management application in 

ATM network are discussed.
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