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Abstract

In general, Rough Set theory is used for classification, inference, and decision analysis of incomplete data by using
approximation space concepts in information system. Information system can include quantitative attribute values
which have interval characteristics, or incomplete data such as multiple or unknown(missing) data. These incomplete
data cause the inconsistency in information system and decrease the classification ability in system using Rough Sets.
In this paper, we present various types of incomplete data which may occur in information system and propose
INcomplete information Processing System(INiPS) which converts incomplete information system into complete

information system in using Rough Sets.
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1. Introduction

Rough Set theory, introduced by Pawlak[6] and
discussed in greater detail in [7, 8] is a technique for
dealing with uncertainty and for identifying cause-effect
relationships in information system. Rough Set theory is
used for classification and inference of uncertain data in
information system by using indiscernibility relation and
approximation concepts. But if information system in-—
cludes incomplete information such as quantitative
attribute values, multiple attribute values, and null
values, it will decrease the classification ability of Rough
Set and cause an error in the result from the reasoning.

In this paper, we present various types of incomplete
information which may oceur in information system and
propose ASPA (Approximation Space Partiion Approach),
ORE (Object Relation Entropy), ARE(Attribute Relation
Entropy), and SAPA(Sub-Attribute Partition Approach)
in order to process incomplete information. ASPA
converts quantitative attribute values into qualitative
attribute values. ORE and ARE substitutes similar
attribute values for null attribute values and inconsistent
attribute values. SAPA partitions multiple attribute
values into unitary attribute values and then, extends
multiple attribute values to sub-attribute in information
system. And we design INcomplete information System
Processor (INiSP) to use these various types of incom-
plete information processing methods efficiently.

NiSP is made up of RC(Rough Classifier), ASPM(A-
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pproximation Space Partition Module), EM(Entropy
Module) and SAPM(Sub-Attibute Partition Module).
RC, a main processing module of INiSP, performs
interface functon between users or each module, an-
alyzes and manages incomplete information system. And
ASPM, EM and SAPM convert incomplete information
into complete information according to the control of RC.

2. Basic concepts of Rough Set and
Incomplete Information

21 Rough Set

Rough Set involve the following :

U is the universe, which cannot be empty.

R is the indiscernibility relation, or equivalence relation.
A = (U, R), an ordered pair, is called approximation space.

[x]g denotes the equivalence class of R containing x,
for any element x of U, elementary sets in A-the
equivalence classes of R, definable set n A - any finite
union of elementary sets in A. Therefore, for any given
approxirnation space defined on some universe U and
having an equivalence relation R imposed upon it, U is
partitioned into equivalence classes called elementary
sets which may be used to define other sets in A.

Given that X € U, X can be defined in terms of the
definable sets in 4 by the following :

lower approximation of X in A is the set
EX={x=Ul[x]zg € X},
upper approximation of X in A is the set
BX=1{xeU|[x]lr N X=+0 }.
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Another way to describe the set of approximations is
as follows :

(Given the upper and lower approximations KX and
R.X. The boundary region of X is BNa(X) = B'X - R.X.
X is called R-definable if and only if X = R.X.
Otherwise, B X = R.X and X is rough with respect to
R aalX) = |IRX| / |R'X| called the accuracy of
approximation, where |x| denotes the cardinality of X.
Obviously, 0= e A(X)=<1.

2.2 Incomplete Information

If we can’t precisely deal with incomplete information
in application of real world as an expert system, we may
not have an efficient system construction and depend
upon the results of inference. According to this, studies
for solving incomplete information have been continued
in information system using Rough Set[2, 4, 5, 10, 111.

Various types of incomplete information which may
occur in information system are as follows :

(1) discretization of quantitative attributes,
(2) imprecise descriptors,

(3) unknown(missing) descriptors,

(4) multiple descriptors.

Incompleteness of type (1) is an essential issue in
information processing for the Rough 3Set analysis.
Attributes creating the information system are divided, in
general, into qualitative and quantitative ones. An
original domain of a quantitative attyibute is usually a
subset of a interval while the domain of a qualitative
attribute is a finite set of qualitative terms, usually of a
low cardinality. In practice, values of quantitative attri—
butes are rarely directly used in the Rough Set analysis.
Instead, prior to the analysis, they are interpreted in
qualitative terms, e.g. low, medium, high etc. So, the
original domain(interval) is divided into few subintervals
corresponding to the qualitative terms. Bounds of these
subintervals are established according to norms, conven-
tions, traditions existing in the field of a given applica-
tion. It must be noticed, however, that such a definition
is more or less arbitrary and may influence the results
of the Rough Set analysis.

Incompleteness of type (2) appears when instead of a
precise value of a quantitative attribute for a given ob-
ject (le. a single descriptor) a subinterval of possible
values is known. For instance, the statement “the
temperature is between 35C and 40C" may result from
an imprecise measurement of the attribute value.

Incompleteness of type (3) refers to an unknown
(missing) value of the descriptor for pair [object, attri-
butel, so—called null value.

Incompleteness of type (4) occurs when instead of a
single value of a descriptor for pair [object, attributel, a
finite set of attribute values is known(.e. the object is
described by a multiple descriptor).
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3. Incomplete Information Processing System

3.1 Incomplete Information Process

In this section, we propose incomplete information
processing approach that include ASPA, ORE, ARE, and
SAPA. These methods are based upon Rough Set theory
for constructing complete information system in Fig. 1.

Guantitative,
unknown, multiple
attribute values

incomplete . complete
information » mformation
systern system

Fig. 1. efficient incomplete information process

3.1.1 Approximation Space Partition Approach (ASPA)

ASPA is a method which converts quantitative
attribute values into qualitative attribute values in order
to remove incormpleteness occurring when the value of
[object, attribute] is quantitative. For this, we partition
quantitative attribute values in information system into
sub-intervals included in approximation space in Rough
Set. Each subinterval is substituted for ‘low, medium,
high’, etc. corresponding to the qualitative linguistic
terms and we can adapt range symbols to each linguistic
term.

Incompleteness of quantitative attribute values, includ-
ed in an approximation space in Rough Set, exists in the
duplicated boundary region among classes. This boun—
dary region becomes indiscernibility region and the
bound of BR[P] in Fig. 2.

R'(X) - BRLP] —_— Thigh”
BRIF] —»  "medium”
E(Y) - BEIP] T "ow”

Tig. 2. approximation space partition for quantitative
attribute values

A. Boundary Region Decision

ASPA generates the maximum or minimum attribute
values of objects included in the upper approximations,
and then decides the duplicated boundary region among
classes. And the decision methods are performed by the
following definitions :

[Definition 11 Consider the mimmum or maximum
values, included in the upper approximations R (X) and
R'(Y) of Set X and Y, as LV(X), HV(X), LV(Y) and
HV(Y). Given that the boundary region among classes
exists, the maximum or minintum values of BR[X] and
BR[Y], the boundary region of B'(X) and R"(Y), defines
as follows :
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BE[X]mn = min{x | LV(X) < BRx] = BR[ Xy, X705,
BR[X]max = ma-X{x | BR[X]miniBR[xi]éHV(X), X#O},
BAYwn = minix | LV(Y) < BRx] < BR[Y]mw, Y=0),

BR[Y]max = max{x | BR[Y)uin<BRlx]<HV(Y), Y=0}

(1

[Definition 2] Boundary region BR[P] defines by the
following [Definition 11.

BR[P] = {x | BR[Pluin< x < BE[Plnax). @)

B. Subinterval Decision

Subintervals BR[P], BES(X) and RS(Y), partitioned
according to the upper approximations of Set X and Y,
are divided into the following two cases, that is the case
of the boundary region BR[P] = 0 and the case of the
boundary region BR[F] = 0, and then decided.

If BR[P] = 0then (3)
RS(X) = {x | LV(X) < x = HV(X)},
RS(Y) = {x | LV(Y) £ x < HV(Y))
If BR[F] = (then (4)
BR[Y]min = BR[X]mm ﬁBR[Y‘]max<BR[X]max
=BRIP] = {x | BR(X)min< % <BR[Y ],
RS(X) = {x | BR[Y]ma< 3 SHV(X)},
RS(Y) = {x | LVIY)= xx <BR[Xlmal,
BR[X]min < BR[Y]roin < BR[ X inax = BE[Y Tmax
—>BR[P] = {x | BR[Y]mini Xk £BR‘[X‘]w-m\x},
RS(X) = {x | LVIX)=< xp <BR[YImin),
RS(Y) = {x | BEX)max< xx SHV(Y)),
,BR[Y]mjnEBR[X]nﬁniBR[X]maxﬁBR[Y]max
=BR[P] = {x | BRI X]min=< x¢ =BE[X)naxl,
RS(X) = {x | LV()= xc <BR[Xmn},
RS(Y) = {x | BR[X]max< Xk £I_-I—V(YV)},
=BRIP] = {x | BR[Y)un< xx =BR[YI]nab,
RS(X) = {x | LVIX = xx <BER[Y i),
RS(Y) = {x | BR[Y]wa< xx <HV(X)}.

Il we give range symbols to subintervals RS(X),
BR[F], and RS(Y) partitioned according to this pro-
cedure, conversion as qualitative attribute values for
quantitative attribute values is completed.

1

3.1.2 Object Relation Entropy and Attribute Relation
Entropy

A. Object Relation Entropy(ORE)

ORE is used when an unknown(missing) value or
condition attribute value of a decision attribute is identical,
but a decision attribute value differs.

[Definition 3] ORE Eo(xt) for object XU defines as
follows :
Eo(x) = =2 (p(R) [P,log,(P)]

where 1=i=n, 1<j<m and 1=t<] (5)

Class [ is the equivalence class of a condition attribute
J which denotes condition attributes Ci, Cs, -+, Gm, and ¢
is the object of class containing the specified attribute

value. The term p,(R) is the roughness for the condition
attribute j, and FP; loge(Ppis the probability of the
equivalence class 1 for the condition aftribute j. Given
that ¢f is the number of elements in class i and Gn is
the number of whole elements in all equivalence classes,
the probability P; that the specified element may exist in
cassiis P =a/ Cn

u In case that the decision attribute value aa(xs) of (x,
d) is mull, or condition attribute values are identical bul
decision attribute values differ, the substituted decision
attribute values, by using formula (5), are decided as
follows :

@ We get Eolx') ~ Eolx/ ™) by adapting possible at—
tribute values (except null or identical attribute
values in aslx1) ~ aslx-)) to a«x;) one by one. In
this case, Eo(x') ~ Eo(x'™ becomes ORE cal-
culated in terms of decision attribute values
applicable to null values,

@ we substitute a null value or imprecision value of
ad(x:) for a decision attribute value applied to Eo(x)
= min{Fo(x), Eote), -+, Eola ™).

B. Atimbute Relation Entropy (ARE)

ARE, which revised formula (5), is used when a
condition attribute value is null, or priority of multiple
attribute value is calculated.

[Definition 41 ARE Ea(x) for the object x & Uof
Rough Set is defined as follows :

Ei(x) = (P,'(R)) [P;log,(P)]
where 1<i5n, 1<j<m and 1=r=], (6)

m In case that a condition attribute value alx) of (x,
Ar) is null value, the substituted attribute value, by
using formula (6), is decided as follows :

@ we get Ealx) ~ Ealx,™ by adapting the possible
values of the condition attribute Ak (except null or
identical attribute values in a(a) ~ @™ to
ax) one by one. In this case, Ea(xl) ~ Ealx'™
becomes ARE calculated in terms of condition
attribute values applicable to null values.

@ we substitute a mull value of ax(x) for a condition
attribute  value applied to Ea(x) = min{Ea(xb),
Ea(x?), =, Ealx ™}

3.1.3 Subatiribute Partition Approach

SAPA is a method for converting multiple attribute
values in information systern into sub-attributes of
Single attribute values, and then extends multiple attri-
bute values to the attribute item in information 'system.

® Consider a condition attribute C € A and object x €
Ul =1, -, ki k is the number of whole objects existing
in information system) in information system IS = {T,
A, V} Given that [object, attribute], which denotes a
condition attribute p, & C (1 = { = n; nis the number
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of whole condition attributes in information system), is
MDes(x;, pp = {v : vy € V}}, informalion system IS is
generalized as follows !

SMDes={ U, A, v, MD@S(X[_ 17;) }. (7)

[Definition 51 Single Sub-attribute Des(x, pf), sub-
divided from an attribute value vi of a multiple condition
attribute MDes(x;, p), defines by the following :

DesCa, p/) = v, for j=1, .. , m. €3))

Where m denotes the maximum number of multiple
condition attribute values in (x;, p.), and j is the sequence
of dividing multiple condition attribute values into
sub-attributes.

m In case that the condition attribute value of (x, p) is
the multiple attribute value, it is dealt as follows :

(D In case that multiple attribute values of (x;, p.) are
quantitative or null, we remove incomplete attribute
values by using an ASPA or ARE in advance.

@ As a result of analyzing multiple attribute values of
MDes(x;, p), we partition attributes which have
the higher relation into sub-attribute unit without
calculating priority when multiple attribute values
are not divided by different attributes precisely or
have the higher relation among attribute values.

@ For the multiple attribute value v, of (x, pJ), we
calculate priority in terms of ARE and decide
priority of multiple attribute values, beginning with
the low entropy of attribute values in orde:_r.

@ we subdivide the multiple attribute value v/, whose
prority is decided, prority, into sub-atiribute
according to formula (8), provided we adapt from
the sub-attribute values which have the high
priority in turn.

® Given that v/ is null, we deal with 'don’t care’.

3.2 Design of the INcomplete information Processing
System(INiSP)

After all classifying information in information system
or creating inference rules, incompleteness still remains
with the results as long as we don't remove mncom-—
pleteness of information itself. In this section we propose
INiPS, using ASPA, ORE, ARE and SAPA presented in
above section, to remove various incompleteness occu-
ring in information system using Rough Set.

The structure of INiPS is shown in Fig. 3 that is an
unitary incomplete information processing system which
converts incomplete information system into complete
information system. Main functions of INiPS components
are as follows:

D RCRough Classifier) is a main processing module
of INiIPS, performs interface function between
users or each module and manages information
system. Likewise, it analyzes types of attribute and
incomplete in incomplete information system and

classifies an approximation space.

@ ASPM(Approximation Space Partition Module) co-
nverts, by using ASPA, quantitative attribute
values in incomplete information system into
qualitative attribute values.

(3 EM(Entropy Module) substitutes null attribute va-
Iues or inconsistency attribute values in incomplete
information svstem by using ORE and ARE for
similar attribute values and calculate priority of
multiple attribute values.

@ SAPM(Sub-Attribute Partition Module) extends a
decision table in information system to sub — attri-
bute according to priority of multiple attribute
values calculated in EM.

f R, — j i
| Approximation INiPS
Claesils Rough
assilicr L
—7 Classifier
e Sl—
£ = o sCT X ystem ata (S
Gser ('T /' Tnterfa J ---/\\CW<~ > Manage; <T>In§zg§$ion
l AL ‘
! Module
Interface
[ —— - N
_ 1L LI
-Approximation a Sub-Attribute
( PoRien Modets Modne
| Moduie \\ Module

Fig. 3. Structure of INIPS

4. Application Cases

In this section, we study, through application cases,
about the processing procedure and its results of RC,
ASPS, EM, or SAPM module of INiPS, proposed as
incomplete informalion processing methods, and induce
inferenice rules.

4.1 Cases of incomplete information system

In application cases about incomplete information
system processing methods proposed in this paper, we
reconstruct and use a car relation table used in Hul12],
as in car efficlency comparison in Table 1.

42 Incomplete information processing of INIPS

Incomplete information processing of Table 1 is in the
same line with the procedure of INiPS.

42 1. Incomplete information system analysis
According to RC, we analyze information of Table 1
and its results are as follows:

D Object number: 16, {x1, xz -, x16}

@ Attribute:
m condition attribute = {a, b, ¢, 4, e, f, g}
m decision attribute = {m).
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Table 1. Car efficiency comparison

U al|b C d e | flg | m
x1 01016 | L1130 |21 0 1
X2 0101161297 | 2]1 )1 1
X3 0|0 1 1100 | 1] 1|1 1
X4 011 0 790 [ 0|21 2
Xg 01 0 1068 1 0|1 |1 1
Xg 011061187 |1]1]0 1
x7 1|0 0 A 021 2
X3 110 1 698 | 1 |1 |1 2
X9 010 1 1200 | 1] 1|1 1
X10 1 1 0 1,023 0 1 1 2
X11 00| Lt 950 (2111 1
X127 010 1t A 2 1 0 1
N R Al
i 40 AR
X15 0 0
X186 00|06 1000 1]2]0] A

1. Maker (a: A='0', B—'1'),

2. fuel system (br ECU—'0", EFl—='1"),

3. engine (¢t small—='0’, medium—'1’, 6 cylinder—'6’,
turbocharge—'t’),

4. weight (d),

5. power (el low—'0’, medium—'1’, high—'2"),

6. compression ratio (f! low—'0’, medium—'1’, high—
2",

7. transmitter (gt auto—'0’, manual—'l"),

8. mileage (m: medium—'1’, high—'2").

@ Attribute containing incomplete information :
{c}, {d}, {m}.
m attribute {¢}: multiple values = {'0", '1’, '6', 't'}.
m atiribute {d}: quantitative values = {698(min),
1,297(max)}, null values = {d7, da}.
m attribute {m} : inconsistency values
= {my3, mua}, null value = {mg}.
@ Equivalence class of decision attribute {m} : X1, X2.
m X1 = {x1,x9 X3, X5, X6, X5, X11, X12, X13}.
m X2 = (x4, x7, X8, X10, X14, X15.

4.22. Incomplete information processing

A. Processing of quantitative attribute values : ASPM

In decision attribute {m}, the indiscernibility relation
IND/d of weight {d} and attribute values of the domain
of the upper approximations F'zX1 and R'2X2 are cla-
ssified as follows:

X1 = {x1, xz, x3, x5, X5, Xo, X11, X12, X13},
X2 = {x4, x7, X8, X10, X14, X18,
IND/Ad, m) = {{x1, x2, x3, X5, X5, X9, X11, X123},
{24, X8, X10, X14, X185},
FaX1 = {950, 1068, 1100, 1130, 1187, 1210, 1297, 1030},
R'X2 = {698, 790, 950, 1023, 1030}

The boundary region BRId] and subinterval ES«(X1),
RS5,(X2) and range symbols for attribute values of

weight {d} are as follows :

1,039<RS«(X1)<1,297 : RS«X1) = '2',
950<BRIAI<1039 ; BRI =1,
BIB<RSAX< 950 ; RSAXD) = 0",

m According to performance results of ASPM, the results
of updating a quantitative attribute value of attribute {d}
to a qualitative attribute value are given in Table 2.

B. Processing of null attribute values : EM

We adapt attribute values, substitutive for null
atiribute values{denoted as A) of weight atiribute {d} in
Table 1, to ARE of EM, calculate, and then decide the
attribute value which has the minimum entropy.

{di} = 0" = Exn(X2) = 0.244,
{di} = '1" = Ea(X2) = 0.349,
{d7} = '2" = Ea(X2) = 0401,
{dig} = '0' = Ex»XD = 0282,
{diz} = '1" = EaX1) = 0.2,

{diz} = '2" = E(X1) = 0.144.

® As a result of calculating ARE, the attribute value of
{b7} is ‘0’ because of Eq(X2) < Ea(X2) < Ea(X2) and
the attribute value of {bw} is 2" because of Eax(X1) <
En(X1) < Ex(X1). According to performance results of
EM, null attribute values of attribute {ds, iz} are
updated to {0, ‘2"}, respectively. The results are given in
Table 2,

C. Processing of multiple attribute values : SAPM
Multiple attribute values of the engine attribute {c} are
subdivided into the following single vector Des(x, pil) = o.
(1111, ()16, {3}=1, (c3)="6),
()11, (eh}=0, (c}=T,

Table 2. Complete inforrnation system for car
efficiency comparison

U Ta b "5_?)“;»&:1(‘ cetld)e | t]glm
x 1010 hah) 6 b2l 211 (011
w |00 My e T-28 211111
x o0l oMYl X 2 111111
w JO0J1loexlool2[1]2
X ol1loelxte2loi1 i1y
x |0]1]0)t6[2]1]1]0]1
X 11010 x f0o]l0]12[1]2
w |10 [ xTol1l1[1]2
w Jo0Jo I xta2]1J1]1]1
a0 | L)1 oot 01112
ap |olol vl ef1]2fl1]1]1
x2 (OO |t ]2|2]1]0]|1
az | 1lol o xt1fl1i2]1]3)]
xy |10 0] x| 11212
as [ Ololo ' x| 2]1]2
xs |00 ol 61 l1]2]o]l

Therefore, the attribute {c} is extended to the sub-attribute
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{c!, ¢®}. A possible comrbination for multiple attibute va-
lues, and objects included in each sub-attribute are as follows :

{ ¢! y={x1,32,%3, %, 55, X6, 27, X8, X8, X10,X11, X12,X13,X14,X15,X16}

{ c®)={x1,%0, 38,501, %12}

In attribute values of the sub-attribute {c'}, 'X' is
given in the case of ¢/ = null and the results are given
in Table 2.

D. Processing of inconsistency attribute values or
null atiribute values of decision attributes: EM

{mus} = 2" = Egxy) = 3.007,
{must = ' =2 Eq(xy) = 3.129,
{ms} = 1" = Eqlxg) = 2.989,
{ms} = ‘2" = Eglxg) = 3401

B As a result of calculating ORE, the attribute value of
{mi3} becomes '2’ because of Ep:(xa) < Eoilxws) and
the attribute value of {mw} becomes 'l’ because of
Eoi(xie) < Epfxis). As a result of performing EM
module for removing incomplete information of decision
attribute {m} like this, attribute values of attribute {mys,
mus) are updated to {2', ‘1'} as in Table 2, respectively.

4.3 Derivation of inference rules

We derive inference rules using Rough Set from
complete information system to evaluate processing
results of INiPS. For this, we derive Tahle 3 from the
reduction of unnecessary condition attributes and
condition attribute values of Table 2 by the discernibility
matrix.

We derive the following optimum inference rules by
removing duplicated lines or unnecessary decision rules
in Table 3.

Table 3. Reduction result of duplicated lines and
unnecessary decision ruiles

U a ¢t d ¢ g m
X1 X 6 * X X
X2,%3, X5, X5,Xa X X 2 X X
X1 X X 1 2 X 1
X12 X t X x X
X1 P X 1 X 0
X4,X7,X8 X K 0 X b
X10 X X 1 0 X 2
X)3,X14,X15 X X 1 1 X
X @ don't care

if {(engine="6 cylinder')} or
{(1039 <weight=<1297)} or
{(950 =< weight <1039)} and (output="high’)} or
{{engine="turbo")} or
{(950 < weight <1039) and (gearbox='automatic')}
then (mileage efficiency = 'medium’)
if {(698<weight <950)} or
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{(950 = weight <1039)} and (output="low’)} or
{(950 = weight < 1039)} and (output="medium’)}
then {mileage = "high'}.

5. Conclusion

The existing incomplete information process methods,
presented for dealing with the only specified incomplete
information occurring from condition attributes in
information system, had their limits which couldn't
manage various incomplete information, and incomplete
information occurring from decision attributes as well.
We needed, therefore, rather efficient methods for
removing incomplele information in information system
using Rough Set. For that reason, this paper summarizes
types of incomplete information existing in information
system and proposes ASPA, ORE, ARE, and SAPA that
will remove different types of incomplete information in
information system. Also, this paper proposes INiPS that
integrates these methods to convert various incomplete
information into complete information. INiPS integrates
ASPA, ORE, ARE, and SAPA to unitary system in order
to perform preprocessor function of an inference rule
generator, and then converts incomplete system into
complete information system efficiently.

Application cases show that the functions and
characteristics of tlus INiPS are true, and establish
justification and efficiency of INIPS by deriving optimum
inference rules from complete information system
managed in INIPS. But we have to experiment in the
field of a real application, where various incomplete
information exist, and need to generalize INiPS hy
supplementing functions for problems in the result from
it so that INIPS may become rather incomplete
information processing system. And studies for incor—
porating INiPS with the inference engine using Rough
Set have to be continued to utilize INiPS in the real
information processing system efficiently.

References

[1] Abe, S. and Lan, M. 8., “A Method for Fuzzy Rules
Extraction Directly from Numerical Data and Its
Application to Pattern Classification,” IEEE Trans.
on Fuzzy Systems, vol. 3, No. 1, pp. 18-28 Feb.
1995.

[2] Beaubouef, T., Petry, F. E., and Arora, G. “Infor-
mation-theoretic measures of uncertainty for Rough
Sets and rough relational databases,” Irformation
Science, vol. 109, No. 1/4, pp. 185-195, 1998,

3] Klir, G. J. and Folger, T. A., Fuzzy Sets, Uncer-
tainty, and Information, Prentice Hall P T R, 1988

[4] Kryszkiewicz, M., “Rules in incomplete information
systems,” Information Science, vol. 113, No. 3-4, pp.
271-292, 1999,

5] Kryszkiewicz, M., “Rough Set approach to incom-



(6]

(7]

(8]

[9]

[10]

f11]

[12]

[13]

[14]

[15]

Design of the Integrated Incomplete Information Processing System based on Rough Set

plete information systems,” Information Science, vol.
112, No. 1/4, pp. 39-49, 1993

Pawlak, Z., “Rough Sets,” International Journal of
Information and Computer Sciences, vol. 11, No. 5,
pp. 341-356, 1932

Pawlak, Z., Rough Sets - Theoretical Aspects of
Reasoring about Data, Kluwer, 1991,
Pawlak, Z., “Rough Set Theory and Its Applications
to Data Analysis,” Cybermetics and Systems:An
International Journal, pp. 661-688, 1998.

Skowron, A. and Rauszer, C., “The discernibility
matrices and [unctions in information systems,” in:
Stowifski, R.(Ed), Intelligent Decision Support:
Handbook of Applications and Advances of Rough
Sets Theory, Kluwer Academic Publisher, Dordrecht,
pp. 331-362, 1992.

Stowifiski, R. and Stefanowski, J., “Handling Vari-
ous Types of Uncertainty in the Rough Set
Approach,” in:W. Ziarko(ed), Rough Sets Fuzzy
Sets and Knowledge Discovery(RSKD '93), Sp-
ringer, Berlin, 1994.

Slowifiski, R. and Stefanowski, J., “Rough classi-
fication in incomplete information systems,” Math-
ermatical and Compute. Modelling, vol. 12, No. 10/11,
pp. 1347- 1357, 1989.

Hu, X, Cercone, N, and Han, ], “An Attribute-
Oriented Rough Set  Approach for Knowledge
Discovery in Databases,” in: W. Ziarko(ed), Rough
Sets Fuzzy Sets and Knowledge Discovery(RSKD
‘93), Springer, Berlin, 1994..

Zhang, K., “IRI: A Quantitative Approach to Infer—
ence Analysis in Relational Databases,” Pro-
ceedings of the IFIP WG 113 Eleventh Annual
Working  Conference on Database Security, pp.
214-221, 1997.

G. B. Jeong, D. Y. Kim and H. M. Chung, “A Study
on the Processing of Imprecision Data by Rough
Sets,” Proceedings of KFIS Spring Conference ‘98,
vol. 8 No. 1, pp. 11-15, 1998,

G. B. Jeong and H M. Chung, “A Study on the
Processing of Incomplete Data in Information
Systems Using Rough Set,” Jourral of Korea
Fuzzy Logic and Intelligent Systems Society, vol.
9, No, 3, 1999.

S PN |

H 3 (Gu-Beom Jeong)

19994 : W 7+EE

CEREA

1997 ~ B JF UG BFAFGY

A

A 512 (Hwan—Mook
A 108 Al 5% F=

Chung)

212 B (Guk-Boh Kim)

A 7R A 2% A=

1997 : 7 JHEEdEta dhal
19934 ~ A : AR HF e FER W

AR} © AFAT, A=d FY

ubA = (Kyung—Ok Park)

1998 : A& Hhal

1999 ~EA] : A HF) FPEAE
718 o A

AR BAY, HALY

447



